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AHaJIi3 MOKJIIMBOCTEH BeJIMKUX Ta MaJuX MoBHUX mozaeaeil (LLM/SLM) pas
onTuMizaii npoueciB NPUHHATTA PilleHb Y CHCTeMi paaio3B’ 3Ky

Cyyacnha cucmema paodio38’si3Ky (QYHKYIOHYE 8 YMOBAX eKCMPeMAanbHOI CKAAOHOCMI, WO
Xapakmepu3syromucs OUHAMIYHO MIHIUBOIO 0OCHAHOBKOI, BUCOKOI0 WINbHICIIO IHPOPMAYIIHUX NOMOKI8
ma aKkmugHow npomuoicto npomusHuxa. Epexmusnicmo ynpasninHa 8 maxux yMoeax 6U3HAYAEMbCs
30amuicmio He auuLe 0OpoOIAMU 3HAYHI MACUBU OAHUX, dJie Ul NPULLMAMU ONTNUMAIbHI PIUEHHS 8 PeXCcUMi
peanvHozo wacy. Knrovosumu kpumepisimu yYCniutHoCcmi € c60€YACHICMb peakyii, 00CMoGIipHICMb AHANIZY
ma npuxosanicme Oill. InmencusHuil po36umox eiuxkux MosHux mooenel (anen. — Large Language
Models (LLM)) ma manux mosnux mooeneit (anen. — Small Language Models (SLM)), wo demoncmpyrome
VHIKAbHI 30i0H0CT 00 CeMAHMUYHOI IHmepnpemayii, 102iuH020 MUCTIEHHS A 2eHepayii pekomeHOayill,
BIOKpUBAE NPUHYUNOBO HOBL 20PU3OHMU OISl ABMOMAMU3AYI] KOZHIMUBHUX 3080AHb MdA CMEOPEHHS
iHmenexmyanvHux cucmem niompumxu nputinamms piwenv (CIIIIP) nosozco noxoninns. L{s poboma €
nepuiuM KOMNIEKCHUM V3A2aNbHEHHAM, WO CUCHEMHO PpO321A0d€ 3ACMOCYSANHI MOSHUX Mooeel
WMYYHO20 THMeNeKmy came 8 YboMmy CReyudiuHOMY ma KPUMUYHO 8AHCIUBOM) KOHMEKCIL.

Y pobomi nposedeno romnapamusHuii aHAi3 KIOYOBUX APXIMEKMYD MOBHUX MOOeuel, Wo
OOMIHYIOMb HA PUHKY, 8UCBIMIIOI0UY OUXOMOMII0 Midc nponpiemapuumu cucmemamu (cimeticmea GPT
6i0 OpenAl, Gemini 6i0 Google, Claude 6i0 Anthropic) ma mooenamu 3 GIOKpUMUM BUXIOHUM KOOOM
(Llama 6i0 Meta, Mistral io Mistral AI, Phi-3 6i0 Microsoft). Obrpynmosano, wo 011 3a80anb, AKI
BUMA2AIOMb 2HYYKOCTI, MOXNCIUBOCMI JIOKANbHO20 DPO320PMAHHA MA WEUOKO20 NPOMOMUNYBAHHS 6
YMOBAX BUCOKOL NPUXOBAHOCMI, OCOONUSULL THMeEpeC CMAHOGIAMb KOMNAKMHI MoeHi modeni (SLM).
3okpema, demanvno posensnymo apximexkmypy Microsoft Phi-3-mini, uus eucoka npooykmueHicms npu
manomy posmipi (3,8 minvapoa napamempis) 00ca2acmbCs 3a80KU THHOBAYIIHOMY NIOX00Y 00 HABUAHHS
HA BUCOKOAKICHUX CUHMEMUYHUX OAHUX, WO CIA8UMb AKICIb HABUATLHO20 MACUBY 8Ulye 3d 1020 00cse.

Kniwwuoei cnoea: eenuxi moeni mooeni, mani mosni mooeni; LLM; SLM; Phi-3-mini; cucmemu
RIOMPUMKU NPUUHAMMS PilieHb; padios3s sa30K.

AKTYaJbHICTh TeMH. AKTYaJIBHICTh JOCII/DKEHHS BU3HAYAETHCSI KpUTHIHUMH YMOBAMH, B SIKMX (QYHKIIOHYE
CyJacHa CHCTEMa paJlio3B’s13Ky. BOHa CTHKA€ThCS 3 eKCTPEMAIBHOIO CKIIAIHICTIO, [0 BKIJIIOYAE JUHAMIYHY 3MIHY
00CTaHOBKH, TIepeBaHTaXeHI iHQOPMAIIiifHi ITOTOKX Ta aKTUBHY NMPOTHUIIO 3 O0KY IPOTHBHHUKA, IO CBOEIO YEPTOI0
BHCYBA€ JKOPCTKI BUMOTH JI0 onepaTuBHOCTI. EQEKTHBHICTh yNpaBIiHHS B TAKOMY CEPEIOBHILI 3aJEXKHUTh HE
CTITBKA BiJ 34aTHOCTI OOpOOJATH BEIHMKI MacWBH HAaHUX, CKITBKH BiJ CIIPOMOXKHOCTI NMPHAMATH ONTHUMAIBHI
pimieHHst B peanbHOMy uaci. KiodoBuMu Qaktopamu ycmixy CTaroTh CBOEYACHICTh PEakiiil, JOCTOBIPHICTbH
aHaiizy Ta mpuxoBaHicTh Aild. CtpiMkuii po3Burok Benukux (LLM) Ta mamux (SLM) MoBHHX MopeieH, 1o
JIEMOHCTPYIOTh YHIKaJIbHI 3JI0HOCTI y CEeMaHTH4Hil iHTeprperalii, JOriYyHOMY MHCICHHI Ta (OpMyBaHHI
peKOMEHaIlif, BIAKPUBAE HOBI MEPCICKTHUBU IS aBTOMAaTH3alii KOTHITUBHUX mporeciB. Lle cTBOproe
TEXHOJIOTIYHE M AIPYHTS JAJIsl PO3pOOKH IHTENEKTYIbHUX CUCTEM MiATPUMKH NpuitHATTA piensb (CIITIP) HoBoro
MOKONiHHA. BiArak amamrarist Ta iHTerparis uux moTyXHuX iHcTpyMmeHTiB LI mis BupimenHas cnennpidyaux i
KPUTHYHO BaXKJIMBHUX 3aBAaHb PAIio3B’I3Ky € BAXKIMBOIO HAayKOBO-TIPHKJIAJHOIO mpobiemoro. Lls pobota €
MEepIIUM KOMIUIEKCHUM Yy3araJlbHEeHHSM, IO CHCTEMHO PO3IJIiae Iel MOTeHIias, aHaJli3ylo4YM 3acTOCyBaHHS
MOBHHX MOJIeJIel caMe B IbOMY CIIeIIH()iTHOMY KOHTEKCTI.

AHaJti3 ocTaHHIX 10CTiKeHb Ta My0JiKkaiiii, Ha sAKi ciupaloThest aBTOPH. Jl0CIiDKEHHS IPYHTYETBCS Ha
(yHAaMEHTAIBHAX MpAIsX, 10 OMHMCYIOTh KIIOYOBI apXiTEKTYpH CyYacHOTO INTYYHOTO IHTEJIEKTY. 30Kpema,
OCHOBOIIOJIOXKHOIO € poboTa A.Vaswani Ta in. [11, 24, 31], mio BBena apxitektypy Transformer. 3agadi rnubokoro
PO3YMIHHA MOBH Ta KOHTEKCTY, IO CTaiu 0a30BHUMHM A 0araTbOX CHCTEM, BHKJIAJCHI y Tpalli, IO OMHUCYE
apxirektypy BERT [20]. 3naunmii mmact nyOiikamidi NPUCBSYEHHM aHATi3y MOMIMBOCTEH BEIMKHX
npornpierapaux Moaeneii. Croau HajaeKaTh TEXHIUHI 3BITH Ta OMKCH, [0 ASTATI3yIOTh ciMeiicTBa moaeneir GPT
Bix OpenAl [1-3], myapTuMoansHy apxiTektypy Gemini Bim Google [4-6] ta opienToBaHi Ha Ge3neky mMomeli
Claude Bix Anthropic [7]. Takox aHaNi3yrOThCS CrienU(iuHi KOPIOPATHBHI IATHOPMHE, IPU3HAYCHI JUTs Gi3Hec-
3aBJaHb, 30KpeMa po3pobku kommaHnii «Cohere» [8, 9]. IlapasenbHO NOCHIIKYIOTBCS KITIOYOBI MOZEN 3
BIIKDUTHM BUXiTHUM KOJOM. JleTanbHO po3msaaloThes poOboTH, mpucBsveHi cimeiicTBy Llama Bix Meta [12-14],
IO CTANO KaTalizaTopoM JUisi OPEN-SOUrCe CHiIbHOTH, a TAK0XX 00YHCITIOBaIbHO-e(eKTHBHI apXiTekTypu Mistral
ta Mixtral [15, 16] i motysxHa mozens Falcon Big Tl [17-19]. Oco6iuBa yBara B CTaTTi MPUALISIETHCS KOHIETIIT
Ta TepeBaraM MalMx MOBHHX Monened (SLM), mo cmupaerbest Ha TexHiuHi 3BiTH Microsoft, npucssueni
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cimerictBy Phi-3 [21-26]. TeopeTuuHOO OCHOBOIO IS iX BHCOKOI €(DEKTHMBHOCTI € iHHOBAI[iMHUM Mmimxing 1o
HaBYaHHS HA BUCOKOSKICHMX CHHTETHYHUX JaHUX, IPUHIIAIIHN SKOTO BUKIaaeH! y mpart «TinyStories» [27].

MeTo10 CTATTi € IPOBEICHHS KOMIUIEKCHOTO aHaNi3y MOXKIIMBOCTEH BETMKHUX Ta MAINX MOBHHUX MOJENEH AT
OTITUMI3AaIli] MPOIECiB MPUHHATTS PIlICHb ¥ CHCTEMI PaIio3B’ A3KY.

Buxsnanennss ocHoBHoro wmartepiaay. CyuyacHa IHAYCTpiS INTYYHOTO IHTENIEKTY XapaKTEePU3YeThCs
iHTeHcudikamielo pociikeHs y ramy3i LLM. Ili mozmeni € xiacoM apXiTeKTyp TINIMOWHHOTO HaBYaHHS,
TPEHOBAaHHMX HA BETMKOMACIITAOHMX TEKCTOBHX KOPMycaX Ta iHIIMX MacHBaX JaHHX. IX (DyHKIiOHAJIBHICTH
OXOIUTIOE INMUPOKHH CHEKTp 3aBjAaHb, 30KpeMa, TIeHepalilo, CeMaHTHYHY IHTepIpeTaliio, Nepekiajg Ta
aBTOMAaTH30BaHe pedepyBaHHs iH(OpMaIlii JIF0ACEKOI0 MOBOIO.

[otounuit punox LLM neMoHCTpye BHUpaXeHY AMXOTOMIIO, sIKa TOJNATAE€ Y KOHKYPSHTHIN B3aeMOIT Mixk
JIBOMa KIIFOUOBUMH IapagurMaMi po3poOku. 3 ogHOTo OOKY, IIe HPOIpIiETapHi CHCTEMH, IIIO CTBOPIOIOTHCS Ta
KOHTPOJIOIOTHCS BETMKUMHE TEXHOJOTIYHUMH KOPIIOpaIisiMH. 3 iHIIOTO — MOJIENI 3 BIIKPUTHUM BUXiTHHUM KOJOM
(open-source), siki PO3BHBAIOTHCS Ta IMATPUMYIOTHCS TIOOATBHOIO CIUIBHOTOI po3poOHuKiB. KokHa 3 mmx
mapagurM Mae€ CBOi yHIKaJbHI TepeBaru Ta HEOOJIKH, II0 BH3HAYAIOTHh IOIMUIBHICTh iX BHKOPHUCTAHHS IUIS
KOHKPETHHX 3aBJaHb Ta Oi3HEC-MOeNeH.

1. Ilpomnpierapni Moaesi 3aKpUTOro THILY

Lls xareropiss LLM, po3poOka Ta KOHTpPOJb HaJ SKUMH 3JIHCHIOIOTHCS BEIMKUMH TEXHOJOTIYHUMU
KOpHOpAaIlissMi Ta NPUBATHUMH KOMEPIIHHMMHU OpraHi3alisiMH, 3a3BHYail JEMOHCTPYE HAWBHUINI TMOKa3HUKH
NPOYKTUBHOCTI. [XHS MepeBara € MpsMHM HACIiJKOM KOJOCANbHHX iHBECTHUIIH B 06YMCIIOBAIbHI pecypcH Ta
HepesIoBY JOCIIIHUIBKY JTiSTTbHICTb.

Joctyn 10 QyHKIIOHANBHOCTI LIUX CHCTEM, SIK MPABUJIO, € 3aKPUTUM 1 HAJIA€ThCS HA KOMEPIIHHIH OCHOBI
yepes nporpamHi iHTepdeticn nonatkis (API) abo mursxom iHTerpamii B KOMEpUiiHI MPOAYKTH. TakuM YHHOM,
KOPHCTYBayi B3a€MOAIIOTH 3 MOJIEIUIIO SIK 13 CEPBICOM, HE MAfOUH JIOCTYILY A0 Il BUXI1IHOTO KOy UM apXITeKTYpPHUX
JeTalen.

CimeiictBo GPT (OpenAl). CimeiictBo mozeneii Generative Pre-trained Transformer (GPT), po3po6iene
JoCimHUIBKO0 adopaTtopiero OpenAl, Bixirpae eHTpaIbHY PONb Y IPUCKOPEHHI PO3BUTKY Ta MOITYJISAPHU3ALii
TEXHOJIOTif IeHepaTHBHOIO WITYYHOro iHTesiekTy. L{i apXiTeKkTypu NeMOHCTPYIOTh BHCOKY MPOJYKTHUBHICTH Yy
BUPIIICHHI KOMIUICKCHHX 3aB/IaHb, OB’ I3aHUX 3 00POOKOI0 Ta FeHEPaIli€lo0 JII0ICHKOT MOBH.

CyuacHi irepauii, 30kpema GPT-4 Ta GPT-40, hakTH4HO CTanu pUHKOBHMH CTaHAAPTAMHU, IEMOHCTPYIOUH
HallBUIy YHiBepCcalbHICTh Ta TNeEpeaoBi MYIbTUMOAAIbHI MOMKJIMBOCTI. IXHS €BOJIONIA € SCKPaBUM
HiATBEpKEHHIM e(h)eKTHBHOCTI 3aKOHIB MacITadyBaHHs (scaling laws), 3riTHO 3 IKUMH MOCiTOBHE 3011bLICHHS
KIJIBKOCTI MapaMeTpiB Ta o0CIry HaBYaJbHMX NaHUX BeA€ 0 SIKICHOTO 3pPOCTaHHs KOTHITMBHHX 3/i0HOCTEMH
MOJEN.

3okpema, iteparii, Taki sk GPT-3.5 Ta GPT-4, ciyryBanu ¢yHIaMEHTAIBFHOI TEXHOJIOTIEIO JUIST CTBOPSHHS
Ta (YHKIIOHYBaHHS IMUPOKO Bimomoro miagoroBoro areara ChatGPT. ITotouna ¢narmanceka moxens, GPT-40,
€ 3HAYHMM KPOKOM YIIepes, OCKUIbKN peaji3oBaHa sIK HaTHBHA MyJbTUMOAANbHA apxitekTypa. Lle mosBoise it
3IIMCHIOBATH IHTErPOBAHY Ta OJTHOYACHY 00pOOKY IreTepOreHHHX MOTOKIB JaHWX, 10 BKJIIOYAIOTh TEKCT, ayAio Ta
Bi3yaJbHY 1H(OPMAIIif0, [0 CYTTEBO PO3ILIUPIOE CIEKTP 1 MOTEeHIifiHNX 3acTocyBans [1-3].

Apxitektypa GPT € BusHayanbHOW0 s cydacHoi emoxu reHeparuBHoro IIII, BukoHywO4HM pOJb
TEXHOJIOTIYHOrO JpaifBepa Ta PHUHKOBOTO CTaHAApTy. 1i eBOJIONisA JeMOHCTpYe e(heKTHBHICTh 3aKOHIB
macuraOysanHst (scaling laws), e 3011bIIEHHS KiJTBKOCTI ITapaMeTpiB Ta 00CAry HaBYaJIbHUX JaHUX MTPU3BOUTH
JI0 SIKICHOT'O 3pOCTaHHS KOTHITHBHUX MOxuBocTeit. KittouoBum Bueckom GPT € He nuiiie JOCATHEHHS HAHBHIIIX
MOKa3HUKIB Yy IIMPOKOMY CIIEKTpi 3aBAaHb, ane il ycmiliHa Komepliaiizauis Ta nomyispusanis LLM dgepes
nponyktd Ha kwrtant ChatGPT. Monens GPT-40 3akpimitoe  JiepcTBO, IHTErpYOYHM HATHBHY
MYJIBTUMOJAIBHICTD SIK HOBUH CTaHAAPT /I (JIarMaHChKUX YHIBEpCAJIBHUX MOJEIEH.

Apxitexkrypa Gemini (Google). Cepis mozeneii Gemini € MyIbTHMOIAJIBHOIO apXiTEKTypoOK Ta
CTpaTerivHOI0 po3podKkoro Google, CIIPOEKTOBAHOO IS IHTETPOBAHOI 0OPOOKH Pi3HOPITHUX THIIB TaHUX, TAKAX
SK TEKCT, ITPOrpaMHHI KOJI, 300pakeHHs Ta Bifeo. EBouoniiiHo num po3podkam nepeaysainu npoektn LaMDA
ta PalLM 2, a cama miHilika TTHOOKO iHTETpOBaHa y BIaCHY eKOCHCTeMy ponykTiB Google.

JlaHe ciMeiicTBO BKITIOYAE TPAAIliI0 MOJIETICH 32 MOTYKHICTIO JJIsl BUPIIICHHS PI3HUX 3aBIaHb:

1. Gemini Ultra — ¢giarMascbka MOENb JUTs HAWOUIBIN CKIaJHUX 00UNCITIOBAIBHUX 3aB/IaHb;

2. Gemini Pro — yuiBepcasbHe pilieHHs, iHTerpoBaHe, 30Kpema, y 4ar-6ot Gemini;

3. Gemini Nano — koMmakTHa Bepcisi, ONTUMI30BaHa ISl BAKOHAHHS Ha Tepr(epiitHAX MPUCTPOSIX.

KirouoBoro ocobimBicTio cydacHoi Bepcii Gemini 1.5 Pro € BennuesHe KOHTEKCTHE BIKHO, IO CATAE OJHOTO
MinbiioHa TokeHiB. Lle 103Bomsie MO epEeKTUBHO aHaTi3yBaTH BEIMKOMACIITA0HI MACHBH JAaHUX, BPAXOBYIOUH
JIOBTi JOKYMEHTH, IPOrpaMHHil KoJ ab0 TPUBAi Bieo3amucu, B MeXkax 0JHOro 3anuty [4—6].

Gemini 1.5 Pro moro4Ha Bepcisi, IO BUPI3HAETHCS 3HAYHO PO3LIMPEHUM KOHTEKCTHHM BiKHOM (IO OIHOTO
MUTBAOHA TOKEHIB), IO JI03BOJISIE aHAI3YBATH BeJIHMKOMAcITabHi MacuBH iH(popMariii.

Gemini 1.0 (Ultra, Pro, Nano): mepiue mOKOJIiHHS apXiTeKTYpH, NPEACTABICHE Y TPhOX KOHQIryparisx, mo
MacHITaOyrOTHCS ISl PI3HUX 00YHMCIIIOBAIBHUX IJIAT(OPM Ta 3aB/IaHb.
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Texniuna inocenepis

Gemini e crpareriunoro BiamoBimmo Google, 110 Mae Ha METi He MPOCTO KOHKYPYBAaTH, & W TEXHOJOTITHO
MEepeBEPIINTH HasBHI apXiTekTypu. PyHnaMeHTanbHUM IupEepeHLiaTopoM € i HATHBHO MYJIBTHMOJAJIbHA
OCHOBA, 110 JIO3BOJISIE MPOBOIUTH IHTEIPOBaHY 00POOKY reTepOTreHHUX JaHUX 0€3 MOTPEeOH y MOETHAHHI OKPEMHUX
KOMITOHEHTIB. Po3iupere KOHTEKCTHE BikHO B Mozei Gemini 1.5 Pro cBiguuth nmpo Gokyc Ha 3aCTOCYHKaX, IO
BUMaraloTh aHali3y BeJIMKOMacmTaOHUX MacuBiB iHpopmauii. Takum umHOM, Gemini NMO3MLIOHYETHCS SIK
rMOOKo iHTerpoBaHa B ekocucteMy Google, MyJIbTUMO/ANBHA 32 CBOEIO CYTTIO apXiTEKTypa Ul HaCTYIHOTO
nokosinas [1-nonarkis.

Mogaeai Claude (Anthropic). Moxeni Claude, po3po6ieni kommaniero «Anthropicy, mosumionyoThCsS Ha
PUHKY 3 OCOOJIMBMM aKIEHTOM Ha MiIBHIICHHI CTAaHAAPTIB O€3MeKH Ta eTHYHOCTI (YHKIIOHYBaHHS CHCTEM
mrygHoro iHTenekrty. Lle# ¢oxyc Ha Oe3memi Ta €THYHIN y3TOIHKEHOCTI € KIFOYOBHM AH(EPEHIiaTopoM, IIO0
POOUTE TaHi MOJIeNi ONTHMAIBHIM BHOOPOM U KOPIOPATUBHOTO BUKOPHCTAHHS Ta poOOTH 3 KOH(IACHIII HTHIMHI
JaHUMH.

Cyuacue cimeiicteo Claude 3 (3oxpema Bepcii Haiku, Sonnet ta Opus) xapakTepu3yeThCsl PO3MIMPEHUM
KOHTEKCTHHM BIiKHOM. L5 TexHIYHA 0COOJIMBICTH YMOSKIINBIIIOE TIIMOOKHUIT aHaIli3 JOKYMEHTIB 3HAYHOTO 00Csry,
TaKUX sK HayKoBi mpaui, (iHaHCOBa 3BITHICTH a00 BeJIMKI (pparMeHTH MPOrPaMHOIO KOy, B MeEKaxX OJHOTO
samuty [7]. Claude 3 (Opus, Sonnet, Haiku): cimeiicTBO BpaxoBye rpajfaliiro MOJIEeH 3a CITiBBiJHOIICHHIM
MPOAYKTHUBHOCTI Ta OOYHCHIOBaNbHOI ckiaamHocti. Ha wmomenT Bumycky Bepcist Opus aeMoHCTpyBaia
KOHKYPEHTOCIPOMOJKHI Pe3yJIbTaTH Ha HU3Il CTaHAAPTHUX TecTiB (OeHUMapkiB) nopiBHsIHO 3 GPT-4.

Po3pobku Claude Bin Anthropic pemnpe3eHTyIOTh mapaaurmy, B sKiii KIFOUOBUM MPiOPUTETOM € Oe3meka,
KEpPOBAHICTh Ta €TUYHA Y3rO/KEHICTh MOJENi. IXHiil romoBHH# HaykoBHMil BHECOK TONArac y HpaKTHYHiif
iMIuteMeHTanii MeroniB, sk-oT «Koncruryniftamii II» (Constitutional AI), mns miniMizamii HeGakaHoi Ta
mKigmBoi noBeminku. Mogeni Claude meMOHCTPYIOTH, IO BHCOKA MPOAYKTUBHICTH, OCOOIMBO B 3ajadax, IO
BUMAraloTh aHallizy 00’€MHHX TEKCTOBHX KOPIIYCiB (3aBISKH BEIMKOMY KOHTEKCTHOMY BIKHY), MOXe OyTh
JOCSTHYTa NapajelbHO 3 MiABHINEHHAM piBHSI Oe3lekn, IO poOWTh iX ONTHUMAaNbHHM DIIICHHSIM I
KOpPIOPaTHBHUX KIIIEHTIB 3 BUCOKUMH BUMOTAMH JI0 Ha/li{HOCTI.

Iaardopma Cohere. Kommanisi «Coherey, 3acHoBana BuxiaisiMu 3 Google, cneriaizyerbest Ha po3poOii
LLM, npusHaueHHX BHKJIIOYHO JUIs KOprHopaTuBHOro Bukopuctanns (Enterprise Al). Ixmi pospo6ku
MO3HIIOHYIOThCS K IHCTPYMEHTH JIJIsl BUPIIICHHS NPUKIaTHUX Oi3HEC-3a71a4, TAKUX SK IMIUICMEHTAIlisl CHCTEM
CEMaHTHUYHOTO MOIIYKY, CTBOPEHHS KJIIEHTOOPIEHTOBAaHUX 4aT-OO0TiB Ta aBTOMATHU3AIlis y3araJbHEHHS TEKCTOBHX
nanux. Kirrouosa BimminaicTe Cohere Bin KOHKYpEHTIB Tioisirae y GoKyci Ha HamaHHi Gi3HeCy iHCTPYMEHTIB, 110
TapaHTYIOTh KOH(IACHIIIHICTS TaHUX, TIMOOKY KacTOMI3allilo Ta MiABHIICHHS JOCTOBIPHOCTI BimmoBiaen. [is
3MEHILICHHS TAIOIMHAILIN MOJeTi aKTHBHO BHUKOPHCTOBYIOTh TexHoiorito Retrieval-Augmented Generation
(RAG), 110 103BOJISE MIKIIIOYATH X 10 MpUBaTHUX 0a3 manux kommanil. Cohere mpomnonye Habip MoaeneH, 1o
(hyHKIIIOHYIOTb SIK €IMHA IHTETPOBaHA CHCTEMa JUIS TOOYAOBH PO3YMHHUX Ta OE3IIEYHNX KOPIIOPATUBHUX JIOJATKIB
[8-11].

Command R+ — 1e ¢uarmMaHchka reHepaTHBHAa MOJEINb, ONTHMIi30BaHAa Ui JiaJOrOBHX 3aCTOCYBaHb Ta
POOOYHX MPOIIECiB, 1110 BUKOPUCTOBYIOTh RAG. Bona 100pe miaxo uTh AJ1sl CTBOPCHHS 4aT-00TiB, IOMIYHHKIB Ta
CHCTeM, IO BIAMOBIZAIOTh HA MUTAHHS HA OCHOBI JIOKYMEHTIB.

Embed v3 — ue mpoBigHa Momens s CTBOPEHHS TEKCTOBHX BOyayBaHb (embeddings). BOynyBanHs — 11e
MEPETBOPEHHS TEKCTYy (CJIOBa, PEYEHHS, TOKYMEHTH) Yy YHMCIOBHH BEKTOp, IO BijoOpa)kae HOro ceMaHTHYHE
3Ha4eHHs. L5 TEXHOJIOTisI € OCHOBOIO /IJIsl CEMAaHTHUYHOT'O TIOIIYKY, SIKHI PO3YyMi€ CEHC 3aIIUTY, a He JIMIIE KIIF0YOBI
cioBa. Mojiens € 6araToMOBHOIO Ta minTpuMye oHaa 100 moB.

Rerank v3 — 1e yHikanbHa MojeNh MepepaHKyBaHHsA. [i 3aBJaHHS — MOKPAIUMTH SKiCTh BKE HasBHUX
pesynbTatiB nomyky. Hanpukian, Bu moxxere orpumari 100 JOKyMeHTIB 3a IOTIOMOTOI0 TPaJHLiHHOTO MOUIYKY
(3a KIIOYOBMMH CIIOBaMH) a00 BEKTOPHOTO TOIIYKY, a Mojaeib Rerank mpoaHamizye iX BIZHOCHO 3amuTy i
PO3CTaBUTH Y MOPSAKY MAaKCHMAaJIbHOT pEIEBAHTHOCTI, BUBOISTYM Ha MEPITi MiCI HAUTOYHIIII BiAMOBIIL.

Crparerist Cohere xapakTepu3yeThCsi YITKOIO Opi€HTaIli€l0 Ha KoproparuBHuii cerment (Enterprise) Tta
BUpIlIEHHs MPUKIAIHUX Oi3Hec-3aBJaHb. IXHiil OCHOBHMiII BHeCOK — L (DOKYC Ha MpPAaKTHYHi iMIUTeMeHTarii
texHoJiorii RAG sik 0CHOBHOTO METOAY JUIsl IiJBUIIEHHS JOCTOBIPHOCTI Ta PEJIBAHTHOCTI BIATIOBIIEH HIISIXOM 1X
«3a3eMJICHHS» Ha MPHUBAaTHUX HaHUX KiieHTa. [IpomoHyrounm crerianizoBaHmid iHcTpymeHTapid (Momeni Embed,
Rerank), Cohere no3utiioHy€eThCs HE SIK PO3POOHHUK YHIBEPCATFHOTO «HaTy», a K MOCTadaIbHAUK (DyHIaMEHTAIBHIX
KOMIIOHEHTIB JIJTs1 TOOYI0BY HATIHNAX MOITYKOBUX Ta aHANITHIHUX CUCTEM KOPIIOPATUBHOTO PiBHSL.

2. Mogaedi 3 BigkpuTum BuXigHuM Kogom (Open-Source)

[Mapagurma open-source Bixirpae ¢yHAaMEHTaNBHY poOJb Yy AEMOKparu3auii JOCTyIy A0 TepemoBHX
TEXHOJIOTiM IITyYyHOro iHTenekTy. Mopeni i€l Kateropii poO3NOBCIOKYIOTBCS Ha yMOBax JIIEH3iH, 1o
JIO3BOJISIIOTH X BUIbHE BHMKOPHCTaHHS, MOAMQIKalil0 Ta MOAANIbIIEe PO3NOBCIOMKEHHS, B TOMY YHCII IS
KOMEPIIIHAX IUTEH.

HasBHicTh Takux Mopesiel J03BOJISIE JOCHIAHUIBKUM TpynaM Ta KOMEPLIHHMM cCTapTaraM IpOBOAWTH
He3aJIe)XHI PO3pOOKH 3 MEHIIMMH ITOYaTKOBUMH KaIliTAIOBKIIQAEHHAMH. TakuM YWHOM, LISl TapaiirMa € BaKJIMBUM
(hakTOpOM, 1110 CTUMYITIOE IHHOBAIIHY isUTbHICTH T4 KOHKYPEHIII0 Y TI00abHIN JOCHTi THUIBKIH CITITBHOTI.
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CimeiictBo Llama (Meta). Jliniiika moneneii Llama Big kommanii «Meta» 3HauHO BILIMHYJIa Ha PO3BHTOK
CerMEHTa Open-source, HaJABIIM CIUTBHOTI MOTYKHI Ta BiAKpuTi apxitektypu. Pemizu Llama 2 Tta ocoGmuiBo
Llama 3 cramm moBopoTHUM MOMeHTOM st Beiei cucremu LI

i mopmenmi BHepiie MPOIEMOHCTPYBANIN PiBEHb MPOAYKTUBHOCTI, IO MOXKHA MOPIBHATH 3 IPOBIIHAMH
NPOIPIETAPHUMH aHAJIOTaMHM, IO CTUMYJIOBAJIO HOBY XBWIIIO iHHOBalii. Ha ceorommi apxitekrypu Llama
CIYI'YIOTh (YHIAMEHTAIbHOIO 0a3010 ISl THUCSY MOXITHMX JOCHIJHUIBKUX TPOEKTIB Ta KOMEpPLIiIHMX
iMIUIeMeHTAllii Mo BCboMy cBiTi [12—14].

Llama 3: ocranHs Bepcisi 3 MOKPAIICHUMH MOKIIMBOCTSIMH y cepax reHepailii Kooy Ta BUKOHAHHS JIOTTYHUX
oreparii.

Llama 2: momysmsipHa iTeparis, ska cTana (yHIaMEHTAILHOK OCHOBOIO IS YHCIEHHUX JOCHIIHUIBKAX Ta
KOMEPIIIHAX MIPOEKTIB.

Cepist mogerneit Llama Bigirpana Bu3HauambHy posib y IEMOKpATH3allil JOCTYITy 0 BHCOKOIPOIYKTHBHUX
BEJIMKUX MOBHHX MOJIEJIEH, CTAaBIIM KaTasli3aTopoM i Beiei ekocucTeMu open-source. [i BUITyck 3HAYHO 3MEHIINB
TEXHOJIOTIYHUI PO3PHB MK IPOINpPIETAPHUMH CHCTEMaMH Ta BIIKPUTHMH po3poOkamu. CTpareriyHe 3HAYEHHS
Llama moxsrae y cTBOpeHHI (YHIAMECHTAIBHOI OCHOBH ISl YHCICHHHX ITOXIIHUX TIIPOEKTIB, aKaJeMIiYHUX
JIOCITIJDKEHB Ta KOMEPIIIHHUX CTapTaIliB, 0 CIPUSE JEeLEHTpai3aliil iHHOBalLil y raiy3i INTYYHOTO 1HTEIEKTY.

Mopueai Mistral Al. Po3po6ku eBpormeiicbkoi kommanii Mistral Al 3mo0ynu mupoke BU3HAHHS 3aBISKH
BUCOKiil 004HCITIOBaNIBHIN epEeKTUBHOCTI Ta IHHOBAIIHUM apXiTEKTYPHUM pilieHHsM. Kilto4oBOI0 TeXHOJIOTI€lO,
o 3abe3meuye TepeBard iXHix momenei, € apxitektypa «Mixture-of-Expertsy (MOE), sika mo3BoJisie 3HAYHO
ONTUMI3yBaTH BUKOPUCTAHHS OOYUCITIOBAIBHUX PECYPCIB i 4ac poOoTH.

3okpema, mozens Mixtral 8X7B, o 6a3yetscs Ha MoE, Ta 6inbir kommaktaa Mistral 7B neMoHCTpyIoTh 0/1HE
3 HalKpamux Ha PUHKY CIIIBBLAHONIEHb NMPOAYKTHBHOCTI JO alapaTHUX BHUMOT, IO POOHUTH iX HOMYJISIPHUM
BHOOPOM JIsl pO3TOPTaHHS B CEPEAOBHIIAX 3 0OMex)eHuMH pecypcamu [15-16].

Mixtral 8x7B: mozenp, o BukopucToBye apxitektypy «Mixture of Experts» (MoE). Ileit minxin mo3Bosse
AKTUBYBAaTH IUIIIE pEJICBAaHTHI MIJMHOXXHHU TapaMeTpiB Uil OOpOOKHM BXiNHUX MAaHWUX, IO ONTHMI3YeE
BUKOPHCTAHHS PECYpCIB.

Mistral 7B: xoMmakTHa MOJIENb, IO JJEMOHCTPYE BUCOKY MPOIYKTUBHICTH Y CBOEMY KJIaci mapaMeTpis.

Mogeni Mistral Al € sickpaBum MpUKIAIOM TPIOPUTETY Ha OGUHCITIOBANbHIN edeKTHBHOCTI 6e3 CyTTEBOI
BTpaTH MPOAYKTUBHOCTI. IXHili KII04OBHIA BHECOK — Iie MOMYJIAPU3aLlis Ta YCIIIIHE 3aCTOCYBaHHs apXiTeKTypH
MoE y mogaeni Mixtral. Lleit migxim, mo 0Ga3yeTbcs Ha PO3pIMKEHIH akTHBAIl MapamMeTpiB, TOBIB CBOIO
CIPOMOXKHICTh JIOCSATaTH PE3yJIbTATIB, II0 MOPIBHIOIOTHCS 13 3HAYHO OUTBITMMHA MOHOJIITHUMH MOJCISAMH, TIPU
MEHIIMX PECYpCHHUX BHUTpaTax. Takum uuHOM, Mistral 1eMOHCTpyE BEKTOp PO3BUTKY y OiK CTBOpEHHs OLIbII
E€KOHOMIYHHUX Ta JOCTYITHUX JJIs po3ropTanHs LLM.

Mopens Falcon (TII). Po3pobiena Iacturyrom Texnonoriunux innoBariit (OAE), moxens Falcon-180B
TPHUBAJMA Yac 3aiiMalia TIPOBiTHI MO3HUIII B HE3aJE)KHUX PEUTHHraX MPOAYKTHBHOCTI cepen; LLM 3 Bimkputum
kozoM. Mogeni Falcon cramy BaXKJIMBHM €TanoM y PO3BHTKY BEIHKHX MOBHHMX MOJEINECH 3 BIIKPUTHM KOJIOM,
OCKIJIbKM Ha MOMEHT CBOT'O BHXOJly BOHM ITPOJIEMOHCTPYBAJIM HAMBHIIY NMPOAYKTHBHICTE Cepell yCiX TOCTYIHUX
open-source aabTEPHATUB, KWHYBIIN BUKIIHK IIPOTIPiETAPHUM CHCTEMAaM.

Ha Biaminy Bix GaraTbox iHIIMX MoOjenel, 1o 0a3yroThcs Ha apxitektypi Llama, Falcon suxopucroBye
BJIACHY, ONTUMI30BaHy apxXiTekTypy. OHI€I0 3 KIOYOBUX IHHOBAIM € BUKOPUCTAHHS 0AaraTo3amuTOBOI yBaru
(Multi-Query Attention). ¥V TpaauiiiiHiii apXiTeKTypi KOXeH «HEeHpoH» (TOJI0Ba yBarM) Ma€ BIACHI YHIKAIbHI
napaMeTpH JUIsl 3aIuTiB, KIIOYIB Ta 3Ha4eHb. Y Falcon Kkinbka roiiiB yBaru MOKyTh CHUIBHO BUKOPUCTOBYBATH Ti
caMi rmapameTpu IJIsl KIIOYiB 1 3HaueHb, 110 3HAYHO 3MEHIIYE 00CAT rmam’sTi, HeoOXiAHuiT s poboTH Mo, i
MPUCKOPIOE TIpoliec renepailii rexcry. OZHUM 13 TOJIOBHUX cekpeTiB ycrixy Falcon € sikicTh JaHUX, Ha SKUX BiH
HaBuaBcs. CriemianbHO Ui MBOTO MpoekTy komaHna Technology Innovation Institute cTBopmina Habip maHumx
RefinedWeb, o cknamaetscest 3 Kibkox TpuiibioHIB ToKeHiB. e peTenbHo BiadinbTpoBaHuii Ta AeAyILTIKOBAHHN
KOHTEHT 3 IHTEPHETY, 3 SIKOr0 0YyJI0 BUAIEHO 3HAYHY YaCTHHY «IIYMY», IOBTOPIB Ta HU3bKOSKICHUX TEKCTIB, 1110
JIO3BOJIMJIO MOZIENI €peKTUBHIIIE 3aCBOIOBAaTH 3HAHHS.

Falcon 180B — ue HalnoTy»xHiIa MOJesb y ciMeicTBi, 110 Mictuth 180 MiNbspaiB mapameTpiB i HaBYanacs
Ha 3,5 Tpunbiionax TokewiB. Ha moment Buxomy y 2023 poiri Bona owomoBana peiiruar Hugging Face Open LLM
Leaderboard, sumepemxaroun taki mosedi, sik Llama 2 70B. 3aBasku cBOIM po3mipaM Ta IKOCTi TPEHYBaHHS, BOHA
JIEMOHCTPYE BHHATKOBI 34I0HOCTI y JOTiYHOMY MUCIIEHHI, TeHepalii KoIy Ta BIAMOBIAAX HA CKIAJHI MUTAHHS.
Cnouarky mojenm Falcon (Hanmpuxian, 40B) Oynmu Bunymeni mif minen3ieto Apache 2.0, sxa € qye THyYKOIO i
JI03BOJIsIE KOMePIIiiiHe BukoprcTanHs. [loryxrima Bepcis, Falcon 180B, mae Bnachy ninensiro «Falcon-180B Tl
License», sika TakoX IOIMYCKa€e KOMEPIliiiHe BAKOPHUCTAHHSI, alle 3 IEBHUMH 0OMEXEHHSAMM, TOMY KOPHCTyBa4am
HeoOXxiiHO o3HaifomuTHcs 3 11 ymMoBamu. Oxpim ¢uarmancskoi Mojeni Ha 180 MuTbsipAiB MapameTpiB, iICHYIOTH i
MeHILi, OibII eheKTUBHI Bepcii, MPU3HAYCHI JUTS Pi3HUX 3aBJaHb Ta anapaTHUX MoxuBocteit [17-19].

Falcon-40B: moTyxHa MoIeb, O TPUBAJIMIT Yac Oyia JTiZepoM cepel MoJelell CBOro po3Mipy.

Falcon-7B Ta Falcon-1.8B: koMnakTHimui Bepcii, SiKi MOXKHa 3aIllyCKaTH Ha MEHII TTOTYXXHOMY OOJaJHaHHi,
BKJIFOYHO 3 BUCOKOIIPOAYKTHBHUMH CIIOXXHUBYMMH ITPUCTPOSIMHU.
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Mognens Falcon, 3okpema ii Bepcist Ha 180 MibsApIiB MapaMeTpiB, CTajla BaXKIMBUM €TAIlOM PO3BHTKY Open-
source LLM, BCTaHOBHBIIM HA MOMEHT CBOTO BUITyCKY HOBHil CTaHIapT MPOJAYKTUBHOCTI. Ii ronoBHUIA BHECOK
NOJIATae y JIEMOHCTpalii KPUTUYHOI 3HAYYIIOCTI SKOCTI Ta MacimiTady HaBYAIBHHMX JaHUX, U1 4Oro OyIo
cTBopeHo cremiamizoBanuit koprmyc RefinedWeb. Falcon moBiB, 1m0 MOCTITHHIBKI HEHTPU 3a MEKAMH
TPaAMLIMHUX TEXHOJOTIYHMX XabiB 3laTHI CTBOPIOBATH MepenoBi (yHIaMEHTalbHI MOJENi, IO CTHMYIIIOE
r100ajbHy KOHKYPEHIIO Ta iIHHOBAIil Y BIJKPUTIH CIIJIBHOTI.

OkpiM 3a3HaYCHUX BHIIE, ICHYE HU3KA IHIINX BaKIUBHX Mojesei. BigScience Large Open-science Open-access
Multilingual Language Model (BLOOM) € pe3yisTaToM MacuIraGHOTO MiKHAPOIHOTO JOCIIIHHUIBKOTO TIPOEKTY.
Bidirectional Encoder Representations from Transformers (BERT) Bim Google, xou i € eHKomepHOIO, a He
TCHEPAaTHBHOIO MOJEIUTIO, 3IIICHMB pEBOJIOWiI0 B 3amadax po3yMmiHHs npupomuoi moBu (NLU) i 3akiaB
apXiTeKTypHI NPUHLUIN i 6araTbOX HACTYIHHX po3po0ok. ApxiTekrypa BERT € dynnamenranbHoro, xo4a i He
HAJIEKHUTH JI0 KJIacy TeHepaTHBHUX MojieNei. [i Kiou0BIM BHECKOM CTaB MEXaHi3M JBOHATIPABIEHOTO KOTyBaHHS,
KU} 3a0€3MeYrB NPOPUB Yy 331a4aX PO3YMIHHS NPHPOAHOT MOBH 3aBJSKH aHAJi3y KOHTEKCTY CJIOBa 3 000X OOKiB.
BERT cTaB KOHLIENTYaJIbHOIO OCHOBOIO JJISI 3HAYHOI KUIBKOCTI MOAANBIINX apXiTEKTypHUX po3pobok [20].

Apxitektypa BERT sBisie coboro ¢yHnaMeHTanbHUI NPOPHB, IO CIPUYHMHMB MapagurMalbHUHA 3CYB y
3aja4yaX pO3yMiHHS TIPUPOAHOT MOBH. Ii KJIIOUOBHMII BHECOK MOJATac Yy BIPOBAMKEHHI MeXaHi3My
JIBOHAIIPABJICHOTO KOJIyBaHHsI, SIKHH JI03BOJIB MOJIEIISIM (POPMYBATH INTHOOKI KOHTEKCTYalli30BaHi IPeICTaBICHHS
CJIiB, BPaxOBYIOUH SIK MOMEPENHii, TaKk 1 HACTYNHUH KOHTeKCT opHoyacHo. Xoya BERT He € renepaTHBHOIO
mojesutto (Ha Binminy Big GPT), BoHa 3akiana KOHIENTyajlbHY OCHOBY /ISl TApaJUrMH «IIOTIepe/IHE HABYAHHS Ta
nojajplie aoHanamtyBaHHs» (pre-training and fine-tuning), sika crama mpoMucIOBAM cTaHAapToM. Takum
ynHOM, cnagmuia BERT nonsrae y cTBOpeHHI apXiTeKTypHOTo (yHIAMEHTY Ul BCiX CYYacHHX 3aBJaHb, IO
BHUMararoTh NIHOOKOTO CEMaHTHYHOTO aHANI3y TEKCTY.

Mopear BLOOM e yHiKalbHUM SBHIIEM, Yds TOJOBHA I[IHHICTH IIOJSTa€ HE CTUIBKH B aOCOJIOTHIM
NPOIYKTUBHOCTI, CKUIBKM B Merojonorii ii crtBopeHHsa. lle pesymprar MacmTaOGHOrO MDKHApOIHOTO
JIOCJIITHUIBKOTO TPOEKTY, 10 00’€JJHaB COTHI BUEHHX 1 MPOJEMOHCTPYBAB MOZEIb KOJEKTUBHOI Ta MPO30pol
po3po6ku LII. KiitouoBum BHeckom BLOOM e Oe3mnperieieHTHHIH piBeHb BIAKPUTOCTI (JOCTYIHI AaHi, KOI Ta
JKYpHAJIU TPEHYBaHH), 1110 CIIPHSE BiITBOPIOBAHOCTI pe3yJIbTaTiB Ta AeMOKparTu3auii gociikensb. OKpiM 1poro,
ii HaTUBHA OaraToMOBHICTh (46 MOB) POOUTH 11 KPUTUYHO BaXKIMBUM IHCTPYMEHTOM JIJIsl HAYKOBHX CIUIBHOT, IO
MPaIOI0Th 3 MOBaMH, HEJIOCTATHHO MPE/ICTABICHUMH B 1HIINX BEIIUKUX MOJIEIISX.

Microsoft Phi-3-mini. IIpeacrasise kiac koMmaktHux Mojeieit (SLM), ne akueHT 3po0ieHo He Ha po3Mipi,
a Ha SIKOCTI HABYAJBHUX JaHHX.

Microsoft Phi-3 — ue cimMeiicTBO kKOMIakTHIX MOBHUX Mojeel (SLM), o npecrapise 3Ha4HMI KPOK Y HAMIPSIMI
ONITHMI3alLlil CITIBBIHOIICHHS MPOJIYKTUBHOCTI Ta OOYHCIIOBANFHMX pecypciB. Ha BiaMiHY BiJ BEIMKHX MOBHHX
mozeneit (LLM), 110 HamiuyroTh AecsaTKU 1 COTHI MiNbPAIB HapaMeTpiB, cTpaterist po3podku Phi-3 3ocepemkena Ha
JIOCSTHEHHI MaKCUMAaJIbHUX KOTHITHBHHUX 3/[I0HOCTEH y MeXkax CYyBOpo 0OMekeHoro po3mipy [21-23].

DyHIAMEHTATBHOO IHHOBALIETD, 110 JIEKHUTH B OCHOBI BUCOKOT MPOyKTUBHOCTI Phi-3, € SKiCTh HaBYATBHUX
JIaHUX. 3amicTh TOro, 1100 TPEeHyBaTH MOJENIb Ha HEOOpOOJEHMX MacHBax JaHHUX 3 IHTEPHETY, NOCIHIIHUKU
Microsoft Bukopucramu miaxin «TinyStories» Ta sreHepyBaiu BUCOKOSKICHUIM, CHHTETHIHHUI HABYaIbHHIIH MacuB,
0 Harajye IUTa4i mapy4dHukd. el macuB ngaHux OyB peTENbHO CTPYKTYPOBaHHWH JUIsi HaBYaHHS MOAEINI
(hyHIaMEHTAJILHUM KOHIICTIIIISAM JIOTIKH, MPUYMHHO-HACIIAKOBUX 3B’S3KIiB Ta 3araJbHUX 3HAHb. TaKWi ImiIXis
JIOBIB, IO SIKICTh Ta CTPYKTypa HABYAILHHUX JJAHUX MOXKE KOMIIEHCYBAaTH TXHii 3HAYHO MEHIIHHA 00CsT.

dnarmancbka Momenb cimeiicta, Phi-3-mini, matoum numme 3,8 minbsipaa mapamerpiB, JIEMOHCTPYE
pe3ynbpTaTé B craHmapTHUX OeHumapkax (MMLU, HellaSwag), siki MOXHa TOpPIiBHATH 3 MOJEIISIMH 3HAYHO
Oinmpmoro po3mipy, Takumu sk Mixtral 8x7B a6o GPT-3.5. Lle poOuTs ii onHier0 3 Halle()eKTUBHIIIUX MOJEINeH 3
BIAKPUTHM KOJIOM 32 CITIBBIHOUIEHHSM IPOAYKTHBHOCTI Ha OJMH ITapameTp. 3aBISKH CBOEMY KOMIAKTHOMY
po3mipy, Phi-3-mini € Hag3BUYaiHO e()eKTUBHOIO [T po3ropTaHHs. BoHa Moxe npamroBatu: Ha crioxxuBanx GPU
(Moterh JIeTKO 3aMmyCKaeThes Ha OHii BigeokapTi, sk-0T NVIDIA RTX 4090/3090); Ha nieHTpaIbHUX MPOLIECOpax
(CPU) xBanToBaHi (onTmMizoBaHi) Bepcii Momeni MOXyTh BHKOHyBarthcs Ha cydacHux CPU 6e3 morpebu y
JUCKpeTHIH rpadimi); Ha MOOUTEHIX MPUCTPOSIX (MOJENb ONITUMI30BaHa I pOOOTH Ha MPUCTPOSAX 3 00MEKESHIMH
pecypcamu, 1o BiAKpUBAE MUBSIX 10 cTBOpeHHs ckinanHux LI-gonaTkis, ski MpaIior0Th JIOKATBHO Ha TesedoHax
4n B cucteMax Iareprery peueit (IoT)).

Mopens Phi-3 me € npsamum kourkyperTtoMm mist GPT-4 a6o Claude 3 y 3agayax MakCHMaJIbHOI CKJIQJHOCTI.
[i crpaTeriune 3HauenHs monsArac y AeMokpaTusalii Ta posmupenHi cdepu 3actocysanns LI, Bona po6uts
MOXJIMBHM CTBOPEHHSI IOTYXHHX, aBTOHOMHUX Ta KoHQineHuiiHux LI-pimens, sxi npaiooTs Ha nepudepii
(Edge Al), a He B ueHrpamizoBaHii xmapi. Lle KpUTHYHO BaKIHMBO IJIs NOJAATKIB, 1[0 BUMArarTh HHU3BKOI
3aTPUMKH, pPoOOTH B Oo(hIaifH-peXkKMMi Ta rapaHTOBaHOI MPUBATHOCTI AaHuX. [IOpiBHANBHUIT aHAII3 PO3IIISTHYTHX
MOBHHX MOJIeJiel HaBeleHo y Taduumi 1.
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Hopienanvnuil ananiz LLM ma SLM

Tabauys 1

Ne Mounens / . OntumaneHi crieHapii
- Po3pobuuk [lepearu Henomixu Henap
3/ CimelicTBO BHUKOPHCTAHHS
1 2 3 4 5 6
Haiipumma 3aransHa CTBOpEHHS NepeJoBUX
MIPOAYKTUBHICTb Ta Bucoxka BapTicTb amst KOMEPIIHHUX
YHIBEpPCAIbHICTb. MacIITaOHUX 3aBJaHb. MPOJYKTiB, IIBUAKE
IposinHi TBOpui Ta 3aexHICTh Bi MPOTOTHITYBaHHS
1. | GPT (4, 40) OpenAl POBUIHI TBOPHI T > Bt POTOTHITYBAHHA,
MYJIBTUMOAAIIBHI XMapHOi CKJIaJIHI aHAJIITUYHI Ta
MOXJIMBOCTI. Bennuesna iH(ppacTpyKTYpH KpeaTHBHI 3aBIaHH,
€KOCUCTeMa Ta JIeTKa OpenAl MYJIBETHMOAANEHI
inTerparis yepe3 API IOJAaTKH
HaruBHa AHaii3 BeTUKUX
. Jemo meHma . .
MYJIbTUMOAAJIBHICT MacHBIB JJaHUX (Bizeo,
(3 Hyms1). [lyxe Bennke crocuerema KOJl, TOBT1 JOKyMEHTH)
. YIA). FLYHC T PO3pOOHHKIB MOPIBHIHO ’ o ’
2. Gemini Google KOHTEKCTHE BIKHO KOPIIOPAaTUBHI pillICHHA
3 OpenAl. .
(1.5 Pro). I'nuboka . B exocucremi Google,
. . IIpoxyKTUBHICTE MOXKE "
iHTerparis 3 . . MYJIbTHMOIATEHUN
OyTH HEepiBHOMIpPHOIO
exocucremoro Google TIOUIYK
Ax1enT Ha Oe3nen Ta Mosxe OyTH HaaTO IOpucnpyneniis,
eTnyHOCTI. Haifkparia «00epeKHOION 1 MeIUIHE, iHaHCH,
MPOAYKTUBHICTh B aHAII3i BiMOBIIATHCS Bix pobora 3
3. Claude 3 Anthropic JIOBTUX TEKCTIB. Binmosinei. Men KOH(IeHIII THUMHI
KepoBana Ta THyYKa y CyTO TBOPYMX, | IaHHMH, 1e Oesreka ta
nepeadavyBaHa «HE(POPMATBHUX» aHaJIi3 JTOKYMEHTIB €
HOBEIHKA 3aBJIaHHAX KPUTHYHUMU
Haiixpama
pati CTBOpEHHS KACTOMHHX
MPOAYKTHBHICTB Cepen . .
o Bucoxi Bumoru 1o KOMEPIIIHHIX
OPEN-source MOACNCH. eCypCiB IS MPOJYKTiB, aKaJeMiuHi
'ayuka nmineHsis ans pecyp poay .
. posroptanss. [lotpebye JOCITiIPKEHHS,
4, Llama 3 Meta KOMEPIIIHHOTO
noHanamTyBaHHA (fine- CTapTaIy, o
BUKOPHCTAHHA. tuning) 111 KOHKPETHUX MOTPEOYIOTh IIOBHOTO
Benuuesna cminbHOTa T & P TPevy
. . 3aB/IaHb KOHTPOJIIO HaJ
TUCSY1 TOXITHUX
. MO/IEILTIO
Moieneit
Haiixpaie . . OJIaTKU PEaJIbHOTO
auKpart Menmi moneni (7B) Hon p
CITiBBiTHOIICHHS qacy, CepeJoBHIIA 3
. MOCTYIAIOTECS Y
- MPOAYKTHBHOCTI Ta . oOMexeHnMHU
Mistral / . : o CKJIQJIHUX JIOTIYHUX
5. . Mistral Al BaprocTi. [HHOBamiitHa Ta pecypcamu,
Mixtral . 3aBaHHAX. Monoama . .
e(eKTHBHA apXiTEeKTypa . E€KOHOMIYHO €()eKTHBHI
eKOCHCTeMa MOPiBHIHO . .
(MoE). Bucoxka 5 Llama 4aT-00TH Ta aHAJITUYHI
MIBUIKICTh T€Heparii CHCTEMU
N IMo6ynoBa
Crenianizanis Ha Y
KOpITOPaTHBHHX 0a3
KOPIIOPaTUBHUX 3aJa4ax Lo
N 3HaHb, BHYTPILIHIX
(RAG). Bucokuit piBeHb He npusnauena ais
. . . TMOIIYKOBHX CHCTEM,
6. Cohere Cohere KOHGIIeHIIIHOCTI TaHuX. 3arajbHUX TBOPYUX -
- . . AQHATITHYHUX
IMoTyxHi iIHCTpyMEHTH nianoriB . .
IHCTPYMEHTIB, Jie
JUIsL CEMaHTHYHOTO .
TOYHICTb JIAaHUX €
HOIIYKY
KPUTHYHOIO
Burcoka npoayKTHBHICT Benmki qocmiaHATBKI
(ocobnuBo 180B). HaznBucoki BUMorH 1o NPOEKTH, JePKaBHi
HapueHa Ha nyxe oOmagHaHHA U1 Bepcii | iHiI[iaTHBH, e MOTpiOHA
7. Falcon T .
SIKICHUX JaHUX 180B. MeHm akTHBHA MaKCUMaJbHa
(RefinedWeb). I'nyuke CHNBHOTA, HDK y Llama | moTyxHICTh BiJ open-
TIIICH3YBaHHS source MoJeli
dyHIamMeHTaIbHA AT AHaji3 TOHaNbHOCTI
NLU (po3ymiHHS MOBH). He € renepaTuBHOIO BIATYKIB, Knacudikais
Bucoka To4HICTB y MOJIEIUTIO (HE THIIe JIOKYMEHTIB, PO3YMiHHS
8. BERT Google Kiacugikarmii Ta aHami3i TEKCTH). APXiTeKTypHO MOITYKOBHX 3aITUTIB,
TeKcTy. Benmka KUTBKICTh | 3acTapinia i Cy9acHUX BUIOOYBaHHS
TOTOBHUX Mojeeit as JiallOrOBUX CHCTEM IMEHOBaHUX CYTHOCTEH
pi3HHX MOB (NER)
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Raxinuenns maon. 1

1 2 3 4 5 6
AxanemiuHi
CripaBxHA OCIIKEHHS
P ITocrynaerscs y JloCIIA M
0araToMOBHICTb (46 MOB). . 0araToMOBHOMY
[loBHa npo3opicTh Ta TPOAYKTHBHOCT CepeIOBHIII, PO3BUTOK
9. BLOOM BigScience . .p P HOBIIIIUM MOJESM. p e p
BIIKPUTICTB IPOEKTY. . . TEXHOJIOT1/ AJIsI MOB 3
o . [yxe BUCOKI anapaTHi
UynoBuii iIHCTPYMEHT IS BHMOTH 00MeXEeHIMH
HaYKOBUX JIOCIIIKEHb pecypcamu,
JIHTBICTHYHUH aHAJI3
Haiikpama .
.p - AxanemigHi
MIPOAYKTUBHICTD y CBOEMY :
. JIOCIIIJKEHHS,
kiaci (small models). TocTynaeThest BETUKHM
. . HaBYaHHS Ta
Jly»xe HU3bKI BUMOTH J0 MOJIENISIM Y TTTHOMHI
. . . . EKCTICpHMEHTH,
10. Phi-3-mini Microsoft pecypciB (Moxe 3HaHb. Moke podutn
pO3rOpTaHHA Ha
npamroBatu Ha CPU). MIOMMJIKU y CKJIaJHUX, .
. MOOUIBHHUX MPUCTPOSIX,
IneanmpHa st HIIIEBUX TeMax ]
. soxanpHi HII-
eKCIICpHMEHTIB Ta
ACHCTEHTH
HIBUIKOTO HABYAHHS

3a pesyabTaTaMH MPOBEJCHOTO aHamizy MoOJmMBOcTed Bimomux LLM Tta SLM BcTaHOBJICHO, IO IS
BUKOPHCTAHHS B CHCTEMI Pajio3B’ 3Ky Ba)KIIMBO BUKOPUCTOBYBATH Pi3HI MOJENi JUIs BUPIIICHHS Pi3HUX THUIIIB
3aBaaHb. Pa3oM i3 UM, JUts 301TBIICHHS ONIEPaTUBHOCTI NPUHHATTS PillIeHb HA €Talll IUIAaHyBaHHS 3aCTOCYBaHHS
CHII 1 3ac00iB pa;io3B’sI3Ky aKIEHT CIiJ 30cepeauTd came Ha SLM, mo MoXyTh OyTH JOKaJIbHO PO3TOPHYTI Ha
BITHOCHO HEBEJIMKUX MPOIYKTHBHUX ITOTYKHOCTSX.

Kpim mporo, 3a3HadcHe 3aBIaHHS TMOTPeOy€e MOXKIMBOCTI PO3TOPTaHHSA y MOOUTBHHX 3aco0ax 3a yYMOB
3abe3neveHHs BUCOKOT MPOAYKTUBHOCTI Ta 3abe3neyenns fine-tuning. 3a3naueni yMoBH MOKYTh OyTH peartizoBaHi
B cimeiicTBi Phi-3-mini kommnasii «Microsofty, ockinbku [t 3aBaHb, 1110 BAMAraloTh EKCIIEPUMEHTIB, HIBUAKOTO
MPOTOTHUITYBaHHS Ta (DYHKI[IOHYBAHHS B 130JIbOBAHOMY CEPEIOBHII, KOMIIAKTHI MOJIEI, € OUIBII pallioHAIbLHIM
BUOOpoM. Ycmix 1iei Monelni I'pyHTYETbCSl Ha YHIKaiubHINA (inocodii po3poOku Ta iHHOBAIIHOMY MiIXOl 10
NpoLecy HaBYaHHS.

Ha BigMminy Big Oinbmrocti LLM, siki HABYaOTHCS 32 MPUHIMIIOM «BUITUTH OKEaH», 00pPOOIISIOUH TPUIbHOHH
TOKEHIB HeoOpOOJIeHNX JaHMX 3 iHTEepHeTy, miaxix Microsoft no crBopenus Phi-3 0a3yerbcst Ha rimoTesi, 1o
SKICTh HABYAIBHUX JaHUX € BXIMBIMIOK 3a iX KUTBKicTh. s hyHImaMeHTanpHa 1HHOBAIiS 3MIHIOE MApagurMy
HaBYaHHS, (POKYCYIOUNCHh Ha €(PEKTHBHOCTI 3aCBOEHHS iH(QOpMAIIil.

Just naBuaHHs Phi-3 OyB CTBOpeHMI BEIWKHI MacHB BHUCOKOSKICHHUX «CHHTETHIHHX» JAHHUX. 3a CBOEIO
CTPYKTYpPOIO Ta 3MICTOM IIeli MacHWB Haragye peTeNbHO HANWCaHI MiAPYYHUKHA Ta CHOUKIonemii. Takwid migxif
JTO3BOJIMB MOAETI e)eKTHBHO 3aCBOITH (DyHIAMEHTAIBHI KOHIICIIIII1 JIOTiKH, MipKyBaHb Ta IPUYINHHO-HACIIIKOBUX
3B’sI3KiB. 3aMiCTh POCTOTO MOTJIMHAHHS CHPOI iH(pOpMaIlii, MOJeb HaByasacs Ha CTPYKTYPOBaHUX 3HAHHSX, 1110
3a0e3meunsio 3Ha4HO BUITY e(hEeKTHUBHICTh TPEHYBAJILHOTO MPOIIECY.

B ocHoBi maremaruuHoro amapary mojeni Phi-3-mini nexurts apxitekrypa tpancopmep (Transformer).
[i pyHKUioHyBaHHS mMoJArac y MOCHIJOBHOCTI MATPHYHMX OIeEpalliif, AKi MepeTBOPIOIOTh BXiTHUH TEKCT,
Npe/ICTaBICHUH y 4ucioBiii Qopmi (TOkeHH), Ha IiMoBipHicHMI po3noxain. Lleit po3moxin cBoero ueproro
BUKOPHCTOBYETBCS JIJIsi BUOOPY HACTYIHOTO CJIOBA B IIOCIIIOBHOCTI, IO J03BOJISIE T€HEPYBATH 3B’S3HUH Ta
JoriuHuM TekcT [24, 25].

Xapakrepucruku mojaesi Phi-3-mini

Posmip: 3,8 minbspna mapametpis. Lle 3HaYHO MeHIIIe, HIXK Y (pIIarMaHCHKUX MOJEJIEH, 0 poOUTh 11 Habarato
JIETTIOIO Ta IIBUJIIION.

KonTekcTHe BIKHO: MOJENb iCHye y IOBOX Bepcisx: craHmapTHid 3 4,000 TOKeHIB Ta po3IHUpEHidl 10
128,000 TokeHiB. Benke KOHTEKCTHE BIKHO JJO3BOJISIE MOZIETI aHANII3YBaTH 00’ €MHI JOKYMEHTH 200 «I1am’ITaTi»
JTy’Ke JTOBT1 JIiaJIOTH.

Jlinensis: MIT License. Lle ayxe rHy4Ka JIleH3is, sKa J03BOJISIE BilbHE BUKOPUCTAHHS, MOAM(IKALIiIO Ta
PO3ropTaHHS MOJEIi HaBiTh Y KOMEPIIIHHNX MPOAYKTaX.

CuabHi cTopoHH

SIkicte MmipkyBaub. ['onoBHa mepeBara Phi-3-mini — 1ie ii Haj3BH9aitHO BHCOKA [UIS TAKOTO KOMITAKTHOTO
PO3Mipy 3AaTHICT /0 JOTIYHOTO MHCJICHHS Ta aHami3y. BoHa MoXxe po3B’A3yBaTH 3a1adi, SKi paHime Oymu mig
CHJLy JInIIe HabaraTo GLIBIINM MOJIEIISIM.

EdekruBnicts. Mojnenb onTuMizoBaHa misi poOOTH Ha amapaTHOMY 3a0e3NeueHHI CepeHBOro Kiacy,
BKJIIOYHO 31 criokuBunMu GPU (manpukian, RTX 3090/4090), cyyacaumu neHtpaisHuMu npouecopamu (CPU)
1 HaBiTh MOOUTBHUMH MIPUCTPOSIMH.
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V3aranpaenHs Ta RAG. 3aBasku TapHUM 3[10HOCTAM 10 MipKyBaHHsI Ta BEJIMKOMY KOHTEKCTHOMY BiKHY,
MOJIENTb YyIOBO IIXOAWUTH U y3aralbHEHHS JOKYMEHTIB Ta BHKopucTaHHA B cucteMax RAG (Retrieval-
Augmented Generation).

Caabki micus

OOMexeHICTh HilleBUX 3HaHb. OCKUILKHM MOJICTh HE HaBYAajacs Ha BChOMY IHTEpPHETI, BOHa MOXE HE 3HATH
oyxe crnenudiuyHux, pinkicHux QaktiB abo aeranei nmpo octanHi moxii. Benuki moneni, sik-or GPT-4, marots
HMIMPLLY, X04a ¥ MEHII CTPYKTYpOBaHy, 0a3y 3arajJbHHUX 3HaHb.

OnHOMOBHICTE. Mozenb B Iieplly 4epry ONTHMi3OBaHa Ul aHriiiicbkoi MOBH. Xo4a BOHAa Mae IEBHI
MOXJIMBOCTI B IHIINX MOBaX, ii MPOAYKTUBHICTH OyJie MOCTYNATHCS CIIeNiali30BaHUM 0araTOMOBHUM MOJEIISIM
[26, 27].

1) ToxkeHi3amis: TeKCT po30MBAETHCS HA MEHII OMMHUINI — TOKEHW (CIIOBA, YACTHHH ciiB). Hampukian,
«PEKOMEHIAITIS» — [«PEKOMEHY, «Ialtist»].

2) EMOeIMHIi: KOKEH TOKEH IEPETBOPIOETHCS Ha BEKTOP (HiKCOBAHOT MOBKUHU (d o de ), IKAM TIPEICTABIISIE
fioro cemanTuuHe 3HaueHHs. Lle poOuThes 3a momomororo mMatpurli emOenuHTiB W,. Jlo IIhOTO BEKTOpa TaKOXK
JIOJAETHCS MMO3ULIHHUI BEKTOP, SIKUH KOJY€ MOJIOKEHHS TOKEHA B PEYEHHI.

MaremaTH4YHO, JJIs1 TOCITIJOBHOCTI TOKEHIB X = (Xq, ... ... , Xn,), BXiJTHa MaTpuIst X OTpUMYETbCs Tak [28]:

X = Embedding (x) + Positional Encoding (x). 1)

KosxHe coBo — e 06’exT Ha kapTi. PopMyna 1ae KOKHOMY 00 €KTy IBi KOOPIHHATH:

Embedding (x) — iioro cemanTHYHa KOOpANHATA,;

Positional Encoding (X) — fioro mo3uiriiiHa KOOpAUHATA.

CyMa + 00’eiHye 11i ABi KOOPAMHATHU B OJIHY, Jal0YH MOZEINI NOBHY iH(opMaIlito.

s dopmyna roTye TEKCT Al 0OPOOKH HEHPOMEPEKEr0, TIOENHYIOUH JBa KIFOUOBI aCMIEKTH: 3HAYCHHS CIiB
Ta IXHIM MopsmoK y pedeHHi. BoHa € mepmuM 1 HaiBaXIMBIIIMM KPOKOM Ha BXOIl JI0 apXiTEeKTypH
Tpaucdopmep [29-31].

VY pe3ynbTari BUXOIUTh (piHATBHA MaTpHIld X, ¢ KOXKEH PAAOK (BEKTOp) OJHOYACHO KOIYE 1 «IIO0 IIe 3a
CIIOBOY, 1 «JIe BOHO 3HaXOIUTHC» y pedeHHi. Came 1151 30aradeHa iHopMartis i HogaeThcs Ha MEepIInil OJIOK yBaru
(Attention) Tpancdopmepa, JO3BOITIOYH HOMY PO3YMITH KOHTEKCT Ta TPaMaTHKY.

3 MeTor pearizarii eIeMEHTIB MiACHCTEMH OIIHIOBaHHS OOCTaHOBKHM B pailOHI BHKOHAHHS 3aBJaHb 3
BukopucTanusiM SLM tuny Phi-3-mini Ha nepiiiomy erari CTBOPIOETHCSI BXiJHHI BEKTOP CTaHy CepeoBHUIna S;.

3) Slapo mopei: bioku Tpaucpopmepa (The Core: Transformer Blocks)

Bxinna matpuis X OCIIOBHO MPOXOINUTh Yepe3 JeKiabka oHakoBux 0yokiB Tpancdopmepa. Koxxen 0110k
CKJIQIA€EThCSl 3 JIBOX OCHOBHHUX YaCTHH: MeEXaHi3My 0araTorojioBoi yBard Ta HEHPOHHOI Mepexi MpsMOro
MOIINPEHHS.

A. Mexanizm Bazamozonosoi Yeazu (Multi-Head Attention)

Lle HaiiBaykJIMBIlLIAa YaCTHHA, SIKA JJO3BOJISIE MOJIEJI 3Ba)KyBaTH BAXKJIMBICTh PI3HMX TOKEHIB Y MOCIHIJIOBHOCTI
JUIA pPO3yMiHHS KOHTEKCTY. BoHa moTpebye Taxi ii.

Jlist KoKHOTO TOKeHa (psifika B MaTpHili X) CTBOPIOOTHCs Tpu Bekropu: 3anut (Query, Q), Kiou (Key, K) ta
3nauenns (Value, V). Lle poOuThCs NIIAXOM MHOKEHHS MaTpuili X Ha Tpu okpeMmi matpuii Bar Wy, Wy, Wy, sxi
HaBYAKOTHCS:

Q= XW,, K =XW,,V =XW,. @)

Obuucaennst ouinok yaru (Attention Scores). Mogens 0609HCITIOE, HACKITBKH KOXKEH TOKEH «IliKaBHI»
JUTSL KOJKHOTO 1HIIOTO TOKeHa. 1le poOUThCS IIISIXOM CKAISIPHOro [00yTKY MaTpuili 3anuTiB Q Ha TPaHCIIOHOBaHY
matpuio Kmouis K. PesynbraT MacmrabyeTbes, 100 YHUKHYTH 3aHAJTO BEIUKHX 3HAYEHD.

QK

~— €
Vi

ne d; — po3mipHicTs BekTopi Kitrouis.
IleperBopenns ouinok y Baru (Softmax). OmiHKM TEpEeTBOPIOIOTHCS HAa WMOBIPHOCTI (Barm yBaru) 3a
noroMororo ¢pyHkIii Softmax. [e rapanTtye, o cyma Bar ajisi KOXKHOTO TOKeHa JJopiBHIOE 1.

A = soft max( Scores). 4)
3Ba)kyBaHHsl 3Ha4YeHb. MaTpuIlsl Bar yBaru A MHOXXUTHCS Ha MaTpuio 3HadyeHb V. TOkeHU 3 BUIIUMHU
Baramu OiJibIlle BIDTMBATUMYTh Ha KiHIIEBUU PE3yJbTaT.
Attention (Q,K,V) = AxV. (5)
VY «baraToronoBii» yBa3i Ieil HpoIec BUKOHYETHCA MapaieiabHO JAekiabka pasiB (h romiB) 3 pi3HEMH
MaTPHUIIMH BaT, 110 JO3BOJIIE MOJENi (GOKyCYBaTHCA Ha Pi3HUX acleKTaX KOHTEKCTY OJTHOYacHO.
b. Heiipouna mepesca npamozo nowupennsn (Feed-Forward Network)
[licns MexaHI3My yBard pe3yJbTaT IPOXOJUTh Yepe3 IPOCTy JIBOIIAPOBY HEHPOHHY MeEpexy, sKa
3aCTOCOBYETHCS JI0 KOXKHOTO TOKeHa okpeMo. Lle noae Mozesni HeniHiHHOCTI.

Scores =
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FFN (x) = Re LU (XW, + b, )W, +b,, (6)
ne W,, W,, by, b, — MaTpuili Bar Ta 3cyBiB, [0 HABYAIOTHCSI.

ReLU (Rectified Linear Unit) — rie ¢pyHKIIis, sIKa 3aCTOCOBYETBCS IO KOKHOTO YHCIIA B OTPUMAHOMY BEKTOPI.
Bona mpartoe xyxe mpocTo: SKIIO YUCIIO Bi’ €MHE, BOHA 3aMiHIOE Horo Ha 0; SKIIO oJaTHE — 3aJMIIA€ SIK €.
Lleii KpOK BBOAMTH Y MOAEINb HeNHIHHICTE. be3 Hel Bcs Meperka, He3alle)KHO Bij KIJIBKOCTI LIapiB, MOBoMIacs O
SIK OJJH NPOCTHH JIHIHHUN IEpeTBOPIOBAY i He 3MOTrJIa O BUBYATH CKJIA/IHI 3aJISKHOCTI B JaHUX.

4) Buxin mopedi: Ilporno3yBanns (Output: Prediction)

[Ticnst mpoxomkeHHs 4yepe3 yci O6moku Tpanchopmepa, KiHIleBa MaTpuls BEKTOPIB Y IPOXOIUTH depes
JiHIHHUK map Ta GyHKUito Softmax, 100 cnporHo3yBaTH IMOBIPHICTH KOKHOTO MOSKJIMBOTO TOKEHA Y CIIOBHUKY
JUTS HACTYITHOT MTO3MIIIi.

Jliniiine mepersopennsi: Logits = Y-Wfinal

HMmogipnocri: P = softmax(Logits)

Mopnens BuOHpae TOKeH 3 HAaHBHUINOK HMOBipHICTIO (a00 ceMInIye 3 poO3MOALTy HMOBIpHOCTEH) SK CBOIO
BIZITOBIb.

Jlist cucteMu pajios3B’ 3Ky, e MOBHA Mojelb € siapoM CIIIIP, ii MaTemaTndHui anmapat moTpiOHO pO3TsaaTH
He JIMILE SIK TeHEepaTop TeKCTy, a K (QyHKIIito, IHTerpoBaHy B OLbIINI KOHTYp ynpaBiiHHs. Hanpuknaz, Ha erami
IUTAHYBAHHS 3aCTOCYBaHHS CHJI 1 3aCO0IB paio3B’s3Ky CIIiJ MPOBECTH aHAi3 OOCTAHOBKU B PaliOHI BUKOHAHHS
3aBJaHHs.

Po6ota Phi-3-mini ocHoBaHa Ha apxitektypi Transformer, mo nepeabadae meBHy MOCTITOBHICTD MATPHIHUX
orepariiii siKi NepeTBOPIOIOTh IOCIIIOBHICTh YuceN (TOKEHIB) Ha IHINY MOCIiIOBHICTh uncen (MMOBipHOCTI
HACTYITHOTO TOKEHA), a caMe: LIS IIboro HeoOXimHO (opMaltizyBaTh BXifqHi qaHi. «HediTkuil ormic 00CTaHOBKIY y
MOMEHT 4acy ! IpeAcTaBIsSeThCS K TEKCTOBUH psiok C;. Lleit psAmok mepeTBopIoeThCS HA BXIAHUHM BEKTOP CTaHy
S; 3a IOTTIOMOT00 MaTeMaTHYHOTO anapaTry MOAEINI:

S, = TransformerEncoder (Embedding (C;) + Positional Embedding (Cy)), @)
ne TransformerEncoder — e moBHumii crek 6iokiB Tpanchopmepa momeri Phi-3. Pesynprar S, — 1ie Matpuis
KOHTEKCTYyaJli30BaHUX BEKTOPIB, 1[0 € OaraTHM YMCIOBUM MPEACTABICHHSIM MOTOYHOI 0OCTaHOBKH.

Ha npyromy etamni npoBOAUTHCS TeHEPAIlist IPOCTOPY MOXKIMBUX Jiii (A;). Moens MOBUHHA 3reHEepyBaTH HE
OJTHY BIZINOBiJb, @ HAOIP MOMJIMBUX peKOMEHAAIii (xiif). [ Hboro BUKOPUCTOBYETHCS METOJ] CEMILTYBaHHS 3
BUXIJTHOTO PO3MOILTY HMOBIPHOCTEH MOJEITI.

Hexait P(a|S;) — me HAMOBIpHICTh 3TE€HEpyBAaTH IOCIITOBHICTh TOKEHIB @ (peKOMEHAIII0) Ha OCHOBI
ctanyS;. ['eHepyemo k MOXKIMBHX Iili:

A={a,a,,..... al, ®)

ne a;~P(alS;).

KoskHa z1ist a; — 11e TeKCTOBa PEKOMEHaLlisl, HanpuKiIaz, «30UIbIINTH TOTYXHICTB nepeaaBaya Ha 10 %» abo
«Ilepetitu Ha gacToTy 450 MI'11».

Tperiit eran mependauae peanizamiro ¢pyukuii ominku kopucHocri (Utility Function, U).

e sapo cucremn npuiHATTS pimens. KokHa 3reHepoBaHa [ist @; TOBUHHA OYTH OLliHEHA 3 TOYKH 30pYy il
KOpHCHOCTI i1t cucteMu. PyHKIis kopucHocTi U — 1ie MaTeMaTHIHEe BUpa)XeHHA 1ijel. Bona npuiimae niro a;
Ta MMOTOYHMH CTaH S; 1 IOBEPTAE YHCIOBY OLIHKY.

U(a,S,) >R 9)
Oynkuis U Moxe OyTH CKIIaIHOIO 1 BpaxoByBaTH 0arato (GpaxkTopis:
Edexrunicrs 38’s13ky (E): nporyckHa 31aTHICTh, BiJTHOIICHHS CUTHAII/IITYM.
Be3neka (Sec): IMOBIPHICTD IMEPEXOIUICHHS, CTIHKICTD 10 3aBaj.

Butparu pecypcis (Cost): eHeprocrnoxuBaHHsl, BAKOPUCTAHHS YACTOTHOTO CIIEKTpa.
CopomeHa QyHKITiSI KOPHCHOCTI MOXKE BUTIISIATH TaK:

U(a,S,)=w,-E(a)+w,-Sek(a;) —w, -Cost(a,), (10)

JIe Wy, W,, W3 — BaroBi KoeQiIieHTH, 110 BU3HAYAIOTh IPIOPUTETH.

s dopmyna e yHiBepcaJIbHOI0 MaTeMaTHYHOIO KOHCTPYKLIEO A OaraToKpuTepialdbHOI onTHMizamii, ii
MOXKHa 3HaiiTm Oyxap-fKkil ramysi, e HOTPiOHO NPUHHATH pamioHaJbHE pIlIeHHS, 30aJaHCYBaBIIN KibKa
MO3UTUBHUX Ta HETATUBHUX (PaKTOPiB.

Ha yerBepromy erami 3aiiicHIOETBCSI BUOIp onTUMaNbHOI i (ay).

Cucrema npuiiMae pinieHHs, BAOUParOUH [0, sSika MaKCHUMi3y€e (YHKI[IFO KOPUCHOCTI.

a, =arg max U(a,S,). (11)

O6pana nist a; € (iHAIBHOI PEKOMEHMAAIIEI0 CUCTEMH, SIKYy HOTPiIOHO BMKOHATH /IS NepeKoHQirypamii
CHCTEMH paJlio3B’sI3Ky.
Ha 3aBepuansHOMY eTarni pOBOJAUTHCS alalTallisl Ta HAaBYaHHSI.
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Ile eram, Ha SKOMY METOAMKA 3 TeHETUIHUM aropuTtMoM (I"A) 3aCTOCOBY€ETHCS ISl BAOCKOHAICHHS CamMoi
CHCTEMH TIPUHHSTTS PillICHB.

Honyasuis: «Ocodbunamm» y I'A € He Baru mozeni, a mapameTpu camoi CIIIIP. Ile moxyTs OyTH:

1. Barogi xoeodimienTn cpyHKuu KOpI/ICHOCTl (W1, Wy, W3, v e . );

2. TIlapamerpu reHepauii pekoMeHaNil (HarpuKiIa, TeMIeparypa CeMILTyBaHHS);

3. IlpaBuna abo mera-iHCTpyKLIii (meta-prompts), 0 TOAAIOTHCS B MOJIENb Pa3oM i3 S;.

®iTHec-¢pynkuis ( F): IpoayKTHBHICTh CHCTEMH OLIIHIOETHCS HA HAOOPi CUMYIIALiN. [l KOXKHOT «OCOOUHM»
(Habopy mapameTpiB) cHCTEMa MPOTAHAETHCA Yepe3 HU3KY CIIeHapiiB 3MiHN 00cTaHOBKH. DiTHEC-(YHKIIS OIHIOE,
HACKITBKH JOOpe cucTeMa Jocsraia CBOiX MiJeH.

N
F (ocobuna) = Z R(S,.; ) (12)
t=1
ne R(S; 4 1) — lle BUHAropoia, OTpUMaHa B pe3yJbTaTi MepeXxo1y CHCTEMH B HOBHIA CTaH S; 4 1 MICIsI 3aCTOCYBaHHS
Iii a;.

EBouronisi: 'A BHKOpHCTOBYE omepaTopu CXpellyBaHHS Ta MyTamii Uit CTBOPEHHS HOBHX IIOKOJIHB
napametpiB CIIIIP, siki 3 4acoM MakcuMI3yrOTh QiTHeC-QyHKIIIO F.

TakuMm 4MHOM, MaTeMaTHYHHI amapat METOJHMKU — I 3aMKHEHHH KoHTyp, ne Phi-3-mini € renepatopom
rinoTe3 (MOXIUBHUX [iif), a 30BHIMIHINA onTuMizanifiHmii map (['A) HamamroBye Kputepii BUOOpy Halkpamoi mii
JUISL TOCSATHEHHS TII00AIBHUX LIEH CHCTEMH.

Pazom 3 M BHOIp MiX BETMKHMH Ta MAIMMH MOBHUMH MOJICIISIMU HE € B3a€MOBUKIIOYHUM. /11 3aB1aHb,
1110 BUMAararTh IHHOBAI[IHUX MiJX0/iB, HAWO1IBII OOIPYHTOBAHOIO € 1BO(a3Ha cTpaTeris.

®a3a 1: anpobauis rinore3 Ta npororunyBaHHs Ha 0a3i Phi-3-mini. Ha upomy erami BUKOpHUCTaHHS
KOMITaKTHOT MOJIei J03BOJISIE 3 MiHIMaJbHUMH OOYHUCIIOBAJbHUMHM Ta YaCOBUMH BHUTPAaTaMU IEPEBIPUTH
xutTesaatHicts konuenuii CIIIIP, BiampamtoBaTH apXiTeKTypy Ta (YHKIIIO KOPHCHOCTI, MPOBECTH HaBYaHHS
omnepatopis. e mBuakuii, nemeBnii Ta 6e3neYHMI COCIO TOBECTH NPUHIMIIOBY MOKJIMBICTh BUPILICHHS 3a/a4i.

®a3za 2: maciiTadyBaHHS /10 MPOMUCI0BOro piBHs Ha 6a3i LLM. Ilicns ycmimHoro 3aBepmieHHs mepmoi
(hazm BigmparbOBaHA METOJMOJIOTISI MOKe OYyTH IepeHeceHa Ha BEIHKYy Monenb (Hampukian, Llama 3 70B).
Left kpokx Mae Ha METi JOCATHEHHS MaKCHMaJIbHOI TOYHOCTI, HANIHHOCTI Ta TIMOWHHU aHaJi3Yy, II0 € HEOOXiTHIM
JUISL CHCTEM KPHUTHYHOTO NMPHU3HAYCHHS.

Takum guaoM, Moxenmi Phi-3-mini ta Llama 3 ¢gopMmyloTh cHHEpreTHYHHH TaHIEM, A OJHA € THYYKHM
IHCTPYMEHTOM ISl JOCIKEHb, a iHIIa — MMOTY>KHOO IIaT(GOpMOI0 T (hiHATBHOTO PIllICHHS.

BucHoBku. [IpoBeeHnit aHati3 CyqacHUX MOBHUX MOJENEH TeMOHCTPYE, 1m0 Bubip Mix Bemukumu (LLM)
Ta KoMrakTHUMHU (SLM) apxiTekTypamu He € B3aEMOBHKIIIOYHUM, a SIBJISIE COOOI0 CTpaTeriuyHe pillieHHs LI0/0
€TaNmHOCTI PO3pOOKH CKIaaHUX cucTeM. [l 3aBlaHb, 10 BUMAaraloTh IHHOBAI[IHHUX MiJXO/IB Ta IHTCHCHUBHUX
eKCIIEPUMEHTIB, HAO1IIbIIl OOTPYHTOBAHOIO € JBO(a3Ha CTPATETIs] BIPOBAKEHHSI.

Ha nepuromy etari — anpo6ariii Ta IpOTOTUITYBaHHS — BUKOPHCTAHHS KOMITAKTHUX Mojiesell, Hanpukinaz, Phi-
3-mini, € onTUMANTBEHAM PillleHHSIM. 3aBISKH HU3bKAM BUMOTAM JI0 PECYPCIB, BUCOKi it €(heKTHBHOCTI Ta MOYKIIHBOCTI
JIOKaJIbHOTO PO3TOPTAaHHS BOHH JJO3BOJISIOTH 3 MiHIMAJIBHUMH BUTPAaTaMH NEPEBIPUTH KUTTE3NATHICTh KOHIETILIH,
BI/ITIPaIIOBAaTH apXiTEKTYpPy Ta JIOBECTH NPUHIMIIOBY MO>KIIMBICTD BUPILIIEHHS TOCTABIICHOT 33/1aui.

[Micns yeminrHol Bamigamii TimoTe3 MPOEKT MEPEeBOIATh Ha IPYTHI eTal — MacTadyBaHHS 10 TPOMHUCIOBOTO
piBHs. Ha wiii crazii BianmpaiboBaHa METOOJIOTIS 3aCTOCOBYEThCS JI0 BENUKUX Mojenel, Hanpukian, Llama 3
70B, st mocsTHEHHS MaKCUMAaIIbHOI TOYHOCTI, HaIIfHOCTI Ta TIMOWHY aHANI3Y, 0 € KPUTHYHO BAXKITUBUM IS
CHCTEM CIIE[iaJIbHOTO IPU3HAYCHHSL.

TakuM 4YMHOM, 3aMiCTh NMPOTHUCTABJICHHS KOMIIAKTHI Ta BEJIMKI MOBHI Mojesi (OPMYIOTh CHHEPreTH4HHI
taaeM. SLM € rHy4KuM iHCTPYMEHTOM ISl TOCTIKeHb, TOI Ik LLM ¢IyryioTh MOTYKHOIO IUIATPOPMOIO IS
(hiHAIBHOTO, BUCOKOSIKICHOTO PIllICHHS. 3aIpOMOHOBAaHA METO/IOJIOTIS IHTErpallii JO3BOJIsIE PalliOHATBHO i AIHTH
110 po3podku CIIIIP paaios3s’ 13Ky HOBOTO TIOKOJIIHHS Ta KapAWHAILHO ITiIBUIIUTH €(hEKTHBHICTD 1 ONEPATUBHICTh
TUTaHYBaHHS Pajio3B’s3Ky.
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Dupelich S.O., Dzyubenko V.V.

Analysis of the capabilities of large and small language models (LLM/SLM)
for optimizing decision-making processes in a radio communication system

The modern radio communication system operates in conditions of extreme complexity, characterized by a dynamically
changing environment, high density of information flows, and active enemy countermeasures. The effectiveness of
management in such conditions is determined by the ability not only to process large data sets, but also to make optimal
decisions in real-time. The key success criteria are the timeliness of the reaction, the reliability of the analysis, and the
concealment of actions. The intensive development of large language models (LLM) and small language models (SLM), which
demonstrate unique abilities for semantic interpretation, logical thinking, and the generation of recommendations, opens up
fundamentally new horizons for the automation of cognitive tasks and the creation of intelligent decision support systems
(DSS) of a new generation. This work is the first comprehensive generalization that systematically considers the application of
artificial intelligence language models in this specific and critically important context.

The paper provides a comparative analysis of the key architectures of language models dominating the market, highlighting
the dichotomy between proprietary systems (GPT families from OpenAl, Gemini from Google, and Claude from Anthropic)
and open-source models (Llama from Meta, Mistral from Mistral Al, and Phi-3 from Microsoft). It is argued that for tasks that
require flexibility, local deployment, and rapid prototyping in conditions of high secrecy, compact language models (SLM) are
of particular interest. In particular, the Microsoft Phi-3-mini architecture is considered in detail, whose high performance at a
small size (3,8 billion parameters) is achieved thanks to an innovative approach to training on high-quality synthetic data, which
puts the quality of the training set above its volume.

Keywords: large language models; small language models; LLM; SLM; Phi-3-mini; decision support systems; radio
communication.
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