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Application of wavelet transform for image compression in information-measuring
systems for medical use

In modern information and measuring systems (IMS), the most informative type of data is images.
These can be images that characterize the condition of patients, and the system will have medical
applications. Images can be formed in the visible range of electromagnetic radiation waves, or can be
the result of recording other types of radiation. High information content, as an important advantage of
images, leads to the need to transmit and store a large amount of digital data. Therefore, for effective
use of computerized IMS resources, it is necessary to reduce this volume by compression. The required
number of compression times is from several tens to hundreds of times.

The article considers the theoretical foundations of the direct and inverse wavelet transform and its
application in image compression procedures for medical applications, which occurs with some loss of
information. By controlling the compression procedure and choosing its parameters, it is possible to
ensure an acceptable error in image recovery.

It is determined that compression based on the selected wavelet type is possible when it is
orthogonal and, accordingly, there is an inverse wavelet transform. Also, to increase the speed of
compression procedures, it is proposed to divide the wavelet transform into two one-dimensional
procedures applied to rows and columns of the image.

An example of the influence of wavelet compression in the JPEG-2000 format on the accuracy of
transmitting information about geometric parameters and coordinates of contour points of objects in
medical applications of images in IBS is considered.

Keywords: information-measuring system; medical diagnostic images; video images; compression
with partial information loss; wavelet transform.

Relevance of the topic. Digital video images occupy an increasingly significant portion of the information
world, driving continuous interest in improving data compression algorithms for video images. Compression is
crucial for both transmission speed and storage efficiency. The growing volume of medical data necessitates
effective compression methods for storage and further processing. Compression and encoding algorithms, such
as wavelet transforms for medical images, help reduce data volume without losing critical information. Wavelet-
based JPEG 2000 compression can achieve 20 % better efficiency compared to previous JPEG DCT
methods [13]. JPEG 2000 also leverages the progressive transmission property of wavelets, allowing users to
access images with progressive quality in terms of resolution and color depth.

Analysis of recent research and publications referenced by the authors. Digital image processing
methods are discussed in the works of R.Gonzalez, R.Woods, Wilhelm Burger, B.Jeahne, G.Gimel farb,
P.Delmas, N.Kehtarnavaz, M.Gamadia [1-7], and methods of image compression are reviewed in [8-17].

The objective of the article is to analyse the wavelet transform for video image compression with partial
information loss in medical information-measuring systems, aiming to reduce data volume while preserving quality.

Presentation of the main material. There are two main ways to compress a dataset represented as a list of
numbers: either reduce the list’s length or reduce the average number of bits required to represent each number.
Comprehensive compression schemes use both approaches [9].

Transform methods aim to convert image data into a form where it is easier to determine which parts can be
discarded with minimal quality loss. This allows significant information removal while maintaining acceptable
image quality. For Fourier transforms, this typically involves discarding high-frequency components. For
wavelets, it’s the components corresponding to fine details. Fractal methods aim to represent image data
compactly through inherent self-similarity.

The result of algorithmic encoding can be further compressed by compactly representing the encoded
numbers. Quantization can reduce both the number of values in the list and the number of bits needed per value.
Digital images are inherently quantized before encoding.

During decoding, the original image is reconstructed from the encoded data. In transform methods, this
involves applying the inverse transform. Post-processing may be applied to improve the quality of the decoded
image.
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Another method to reduce data volume is quantization. Scalar quantization reduces precision to a fixed level,
which can be uniform or non-uniform. Uniform quantization distributes quantization levels evenly across the
value range and works best when the values are uniformly distributed [1]. For non-uniform distributions, denser
guantization levels may be beneficial in areas with higher value concentrations.

Decimation, a type of non-uniform quantization, involves zeroing out a portion of values. One approach in
wavelet image compression is to zero out, say, 90 % of wavelet coefficients. The remaining values are simply
stored. The number of quantization levels is equal to zero plus the number of unique remaining values.

Vector quantization replaces a set of values with a single quantized value and is useful in encoding color
images, where each pixel is typically represented by a triplet of values.

Wavelet Transform

Assume a sequence of 2" points {x VX e X } for some integer n>0. This sequence can be identified with
1 on
V" [16]:
f(t): Xl¢’n,0(t)+"'+X2n¢n,2n—1(t)" @

The first step in computing the wavelet transform of the sequence {Xl’XZ""' in} will be f(t)

decomposition in an alternative basis of the space V", of the form {¢k 0 ? K Vior¥ } half
’ k,2 1 ' k.2 -1

of which consists of wavelets [16]:

f(t): an—1,0¢n—1,0(t)+“'+ a ¢n—1,2n_1—1(t)+

+ dn—l,OWn—l,O (t)+ ot dn_l’zn—l_l n_llzn—l_l(t) |

The dj,_4,..d 101 1coefficients of the basis wavelet functions make up half of the wavelet transform
n-1, —

n-1,2"-11
2
v

coefficients, so these values must be stored. The next step in the transformation process is to apply a basis
transformation to the remaining terms of equality (2):

9n1(t) =203 ofpg o+ + 2 (t). 3)

n—1,2“—1—1¢n—1,2“—1—1
Thus, gn1 is an element of V™!, and therefore can be decomposed using an alternative basis consisting of
scaling functions ¢,,_» j and wavelets v\, i

To obtain the coefficients of equality (2) from the coefficients of equality (1), we use orthogonality.
Each scaling function ¢, 4 j is orthogonal to every ¢, ;, , aswellastoall y, 4 i Similarly, each wavelet

Yn-1,j is orthogonal to other wavelets Yn-1k and to all scaling functions P, i .Each Pn-1, j and each

Vnot,j is normalized due to the identities

H j(t)z\/2k¢(2kt— j) j=0,.,2%_1 and Vi j(t)z\/Zky/(Zkt— j) j=0,..2K 1. To take advantage of
this orthogonality and normalization, we multiply both sides of (2) by ¢, 4 j(t) and integrate over t from 0 to 1.

As a result, we obtain [16]:
1
(,:[)f (t)¢n_1Y J (t)dt = an_lyj ’ (4)

Due to orthogonality, only one term remains on the right-hand side of equation (4), and normalization results
in the absence of a coefficient before an1;. Now, we substitute the right-hand side of equation (1) in place of f(t)
in equation (4). For example, when j=0, the left-hand side of equation (4) will be equal to:

2
%n n_/,n-1 An n_[(,n-1 n X1+t %2
(j) x V2" V2 dt+yjnx2w/2 V2 dt_(x1+x2)(%5)2 (}én)_—, (5)
2
Combining (4) and (5) for j=0, we obtain:

V2
X1+X2

41,0 = 2 ©

The square root in the coefficient in (6) appears due to normalization. The other coefficients
A g ] =1,..,2"1 _1 are calculated similarly. Thus,
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Xo: a4+ Xo:

2j+1 2]+2 _
a . =M, j=O,...,2n 1—1, (7
n-1,]j /2

Similarly, using the properties of orthogonality and normalization of Vi1, functions, the dn—lj

coefficients can be calculated using the following formula [16]:

Xo:i 2 —Xo:
2j+1 2j+2 —
d g == A e g, 2", ®)
] V2
Equations (7) and (8) can be conveniently represented in the form of a single matrix equation:
1 1 . . i
V2o 2
1 1 - - [ a T
0 0 ——= — 0 - - 0 X n-1,0
NERP: 1 |
0 0 L 1 : '
: . . . _ a
J2 o 2 C| | 2l ©)
1 1 : d ’
— __— 0 . 0 n-1,0
V2o 2 :
o o Lo 0 '
V2 V2 X5n d
S AR Thaenta
0 0 1 1
I V2o 2]
The matrix in (9) is a square matrix with 2" rows and 2" columns. Let us define:
F 1 . _
— 0 . . . 0
V2 V2
1 1
0 0 — — 0 - . 0
An = \/E \/E (10)
1 1
0 . . . .0 = —
i V2 2]
i
F 1 . _
— -0 0
V2 2
o o L L o . . 9
Dp = NN , (11)
1 1
0 . . . L0 = -
i 2 V2
where A, and Dy are matrices of size 2" 1 2" , and A, can be considered as an averaging operator, while
n n-1
Dn: RZ R? is a difference operator. Let us introduce the vector notation [16]:
Xq an-1,0 dh10
= }&a= : dpg = : : 12)
a d
Xan n-1,20-11 n-1,2"-11

where x is a column vector with 2" elements, a4 and d,_; are column vectors with 2™ elements.
Equation (24) can be rewritten as:

ﬁn} _ Fn—l} 13
[Dn | 5ot (13)
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The matrix on the left-hand side of equation (28) is a single matrix 2" x 2", and the vector on the right-hand

side is a single column vector 2" x1. At each step of the wavelet transform process, the detailing coefficients
are stored, and the averaging coefficients are processed. In the considered case, the wavelet transform will have
2" components. Half of them are obtained from equation (13) as detailing coefficients in d, ;. These

coefficients are stored as half of the wavelet transform. The next step of the wavelet transform involves applying
averaging and differencing operations to a,_; at the next, lower level of resolution [16]:

ﬁ.ﬂ:l} - {a n—Z} 14
l:Dn—l "1 OIn—2 ’ 9

n—-2 _,n-1

Here, A,_qand D _jare 2 x2 matrices of the form (10) and (11), a,_, and d,_, are column

vectors of dimension 22, To construct part of the wavelet transform, we store d,_o together with d,_, . This
process continues by applying averaging and differencing operations to a, and storing the resulting detailing
coefficients as part of the wavelet transform. In the final step, the average value a, is stored, which is a single-
component vector (i.e., a scalar) with the sole element ag, . The resulting wavelet transform, which can be
represented as a single column vector with 1+1+2+...+2"1=2" elements, will take the following form [16]:
a g i

do
dp
: (15)

[9n-1
Inverse Wavelet Transform

In order for the wavelet transform to be used in applications such as video compression, it must be

reversible. This means that, for a given wavelet transformation in the form of (30), we should be able to restore

the original sequence {xl,xz,..., in} from which the transformation was obtained. The step of the wavelet
transformation, which involves transitioning from level k resolution to level k-1, is as follows [16]:

ﬁ.k.}a :F.k.:.l.} 16
l:Dk Kol q)’ ¢

Therefore, we get:
(ak,o + ‘3‘|<,1)/~/E =310

, 7)
(ak,o - a|<,1)/‘/E =d 10
Note that (31) and (32) can be written as a pair of matrix equations:
A a, =a
k“k k-1 , (18)
Dyay =dy 4

for each k=1,...,n.
From (17) using the known expressions for the lower level of resolution ax10 and di.10, We obtain
expressions for the higher level of resolution axo, ak1:

a0 = (ak—l,O + O'k—l,o)/‘/E

Ay = (ak—l,O - dk—l,O)/ V2
Similarly, for j=0,...,2%1,

A 2j = (ak—l,j +°'|<—1,j)/‘/E

A 2j+1 = @Ky, j _dk—l,j)/‘/E

From the point of view of linear algebra, this is the solution of equation (16) with respect to the vector a,
by inverting the matrix of the left-hand side of this equation. The operation performed is [16]:

(19)
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-1
A a
ay :{.D..k.} {a.k.:.l.,] (20)
k k-1
Thus, the inverse matrix in (20) exists and can be found in (19). In matrix form, this inversion looks like
S . _
- 0 - - - 0 = 0 - - -0
V2 J2
1 -1
— 0 - 0 — O 0
V2 V2
1 1
0 — 0 0O — 0 .- - 0
. 72 72
Ak 0 1 0 0 -1 0o .- - 0 (21)
Dy J2 V2 ’
0 o - . 0
1 1
0 . 0 — O . 0 —
V2 J2
1 -1
0 . ... 0 — 0 . .. 0 —=
N V2 |

Comparison with (9) shows that this inverse matrix is simply the transpose of the direct transformation matrix.
In fact, the first 2! columns of the matrix in (21) are exactly the transpose of A, matrix, and the last k1

columns Dy . This convenient property arises from the orthogonality and normality of the scale basis functions

and wavelet functions.
Thus, the transformation in (21) can be written as [16]:

] ]

where * denotes matrix transposition.
Equation (20) can be rewritten in the form:

r -1
A a : a
_| Tk K=1|_| A% : 0* K=1|_A* *
ak —_ 't)"l("} {a'l'(" "]'-'} —_ [Ak E Dk }{a'l'(" "]'-'} —_ Akak_l + Dkdk_l- y (23)

Equation (23) gives a practical formula for obtaining a, from a, , i dj_;: we apply A} to a, ; and Dy

to d_; and add the results. Comparison with (18) shows that the following is true:

a, =A A, a +DDya,, (24)
In fact, it is possible to directly prove the truth of the following relation:
* *
ArAk PP =Tk (25)
where |2k is the 22X identity matrix. The following relation also holds:
*
ArAk =1k
D, D} =1 ’ (26)
k=k — ok -1

Two-Dimensional Wavelet Transform
It is possible to extend the idea of wavelet transformation to larger sequences. The first approach involves
first transforming the rows of the image, and then transforming the columns of the image that already have
transformed rows. This is easily implemented in software, as the same one-dimensional transformation can be
used for both the rows and the columns of the image [1].
To see how this procedure works, let us consider a two-dimensional analog of a simple 4-element sequence
{Xl, X9, X3, X4}. Assume we have a 4x4 image [16]:
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1 M2 %13 %14
X241 %22 %23 *24
*31 *32 X33 *34
Xa1 *42 *43 *a4
which can be represented as a function defined on the unit square [0,1]x|0,1]:

4 4
f(X'y):izljzzlxi’jxli“j(x'y)’ (28)

) RS O A L)
1oif (xy)eljxl;
x,ix|j(x,y)={

]
=X, (x)X | (y) : (29)

) (27)

Here

N

= ¢2,i_1(x)¢2, j_l(Y)
Substituting (29) into (28), we obtain

4 4 4 | 4
((09)= 2, £, 10212098 120)= | £3 8220 oz 200

. (30)
=% (V)4 (x)
where
- 4
xi(y)= jélxi‘mz’j_l(y)’ (31)

The one-dimensional wavelet transform can be applied to this equation for each i=1,...,4 in (31). As a result,

we obtain a new set of equations for ii (y) i=1,....4, with coefficients that are the result of the wavelet transform

of the sequence {x; 1..... Xj 4 {- Thus, we obtain the following [16]:

Xi(y)=2g,0¢0,0(¥)+d0,0v0,0(¥)+d1 gv1.0(¥)+d1 111 (¥). (32)
For each I=1,....,4. This is equivalent to applying the one-dimensional wavelet transform to each row of the
original image (27). Now, let us substitute (32) back into (30) and rearrange the terms to obtain [16]:

flxy)= {élag),off’z,i—l(x)}?’o,o(y)+ {éld(i),o‘/’z,i—l(x)}‘/’o,o(y)+

| . : (33)
{éldll’oiéz,i—l(x)}y’l,o (v)+ {éld1|,1¢2,i—1(x)}'7"1,1(y)

Each of the sums in parentheses in (33) is again very similar to the equation
f(t)= %109 o (t)+ Xopy 1 (t)+ Xgh5 5 (t)+ X465 5(t), and therefore the one-dimensional wavelet transform can be

applied to each of these expressions. This is equivalent to applying the one-dimensional wavelet transform to
each column of the original image (27).

Thus, one way to obtain a two-dimensional wavelet transform for an image of size 2"x2" is to first apply the
one-dimensional wavelet transform to each of the 2" rows, and then apply the one-dimensional wavelet
transform to each of the 2" columns. This is not the only way to obtain the two-dimensional wavelet transform.
This approach has the obvious advantage of implementation, as it requires no modification of the already
existing one-dimensional transform. It is very efficient for video image compression purposes [16].

Errors in Object Coordinates on Reconstructed Video Images

One of the most important methods for reducing the volume of video data (i.e., its compression) is the
selection of optimal resolution parameters for brightness, color, and spatial features of video image elements.
Exceeding these parameters beyond values noticeable by the human eye will only increase the volume of the
video data without improving its visual quality. In contrast, when measuring the geometric parameters of objects,
it is necessary to choose parameter values that ensure the required accuracy of the measurement video
information [11].
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The main parameter of the compression algorithm is the quantization table of frequency coefficients
obtained through wavelet transformation. By modifying the elements of this table, one can change the
compression ratio. Moreover, it also affects the accuracy of video image reconstruction after compression.

The assessment of coordinate errors is based on the analysis of video image segments whose discrete points
share the same features. These segments correspond to the measured objects and are obtained by segmenting test
video images. The segmentation feature was the brightness value of discrete points in the digital video image.
Figure 1 shows the displacement of contour points during the compression of the halftone equivalent of the video
image. For video images, points whose brightness lies within the range {128, 255} of discrete video signal levels
were considered bright, while others in the {0, 127} range were considered dark.

a) b)

Fig. 1. Displacement of contour points during compression of the halftone equivalent of the video image:
a) original video image, b) reconstructed video image after 50x compression

The measure of coordinate distortion is a quantity determined by the formula [11]:
2

L
Acoord. = \/%Z(Rcompn(i) - Rorig.(i)) )

i=1

where Re,mor (), Roig (i) — are the coordinates of the contour points of the object, and L is the total number of

contour points.

In this case, 20 points were selected, 10 of which were analyzed for displacement in the x x x-coordinate,
and the other 10 for displacement in the y y y-coordinate (fig. 1).

In this case, 20 points were selected, 10 of which were analyzed for displacement in the X -coordinate, and
the other 10 for displacement in the y -coordinate (fig. 1).

Conclusions and Future Research Directions. This study explored wavelet-based compression methods
for video images in medical information-measuring systems, including forward, inverse, and two-dimensional
wavelet transforms. Experimental studies on wavelet transforms and compression of digital medical video
images showed that at a 10:1 compression ratio, amplitude errors in the video signal are nearly imperceptible. A
compression ratio of 50:1 is considered acceptable.
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3acTocyBaHHS BeliBJIeT-IePeTBOPEHHS 10 CTHCHEHHs 300pakeHb B iHdopMaNiliHO-BUMIPIOBAIBHUX CHCTeMax
MeHYHOr0 32CTOCYBAHHS

B cywacHux indopmaniiiHo-BuMiproBanpHuX cucteMax (IBC) HaifOinbIn iHPOpMATHBHUM BHIOM JAaHUX € 300paKEHHS.
Ile MoxyTp OyTH 300pakKeHHs, IIO XapaKTepU3yIOTh CTaH IAIiEHTIB, a cucTeMa Oyae MaTH MeJH4YHe 3aCTOCYBaHHS.
300pakeHHsT MOXKYTh OyTH CpOpPMOBaHI y BHANMOMY Jialla30Hi XBHJIb €IEKTPOMArHITHOTO BHIIPOMIHIOBaHHS, a00 MOXYTh
Oytn pesynpratoM ¢ikcamil iHIIMX BUIIB BUIPOMiHIOBaHHsA. Benuka iHQopMaTHBHICTH SK BaXKInBa IepeBara 300pakeHb
MPUBOIUTH 1O HEOOXIMHOCTI TepedaBaTH Ta 30epiraTé BeIMKHN 0OCSIT HU(PPOBUX MaHUX. Tomy A ehEeKTHBHOTO
BUKOPHUCTaHHsS pecypciB koMm totepu3oBaHux [IBC HeoOXigHO 3MEHHIIMTH Ieil oOcsar muisxom crucHeHHs. HeoOxinHa
KUIBKICTh Pa3iB CTHCHEHHs CTAHOBUTB BiJl JEKIBKOX JECSTKIB IO COTHI pa3iB. PO3risiHyTO TEOpeTHdHi OCHOBH MPSIMOTO Ta
00EepHEHOTO BEHBIET-NIEPETBOPEHHS Ta HOTO 3aCTOCYBAaHHS y NPOIEAYpPaX CTHCHEHHS 300pakeHb MEJUIHOTO 3aCTOCYBaHHS,
mo BigOyBaeThes 3 IEAKOI0 BTpaToro yacTku iHdopmamii. Kepyroun mpomenypoio cTHCHEHHsS Ta obuparoun ii mapaMerpw,
MOXITUBO 3a0€3EUNTH NPUHHATHY MOXUOKY BiTHOBJIECHHS 300paKEeHb.

BusnaueHo, 1m0 CTHCHEHHS Ha OCHOBI BUOPAaHOTO THITy BEHBIIETa MOXKIIMBE, KOJIH BiH € OPTOTOHAJIBHIM Ta BiAMOBITHO
icHye oOepHeHe BeilBleT-epeTBOpeHHs. TakoXK A MiABUINCHHS IIBHIKOAII MPOLEAYp CTHCHEHHS 3alpOIOHOBAHO
PO3IIIMTH BEeHBIET-NIEPETBOPEHHST HA JBI OJHOBHUMIPHI TPOIEAYpPH, IO 3aCTOCOBYIOTHCS JO PSJIKIB Ta CTOBOLIB
300paxkeHHs1. PO3riIsHYTO HpHKIaj BIUIMBY BeiiBieT-cTHcHeHHs y ¢opmari JPEG-2000 Ha TouHicTh mepemadi iHpopmaril
PO TeOMETPHYHI MTapaMeTPH Ta KOOPAWHATH KOHTYPHUX TOUOK 00 €KTIB y MEJHYHUX 3aCTOCYBaHHAX 300paxkens y IBC.

KnawuoBi cioBa: iHpopMamiifHO-BUMIpIOBaIbHA CHCTEMA, MEAWYHI JIarHOCTHYHI 300pakKeHHS; BiJe0300paKeHHS;
CTHCHEHHS 3 YaCTKOBOIO BTPATOIo iH(OpMaIlii; BeHBIeT-TIepeTBOPEHHS.

Crarrs Hagiinuia 1o peaakii 28.03.2025.
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